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Abstract— Social media platforms have become a favorable way 

of communication, sharing opinion and views about different 

topics around the world freely. Freedom of expression or free 

speech is the right to say whatever one likes; it has been sometimes 

conflated with hate speech. The latter is a public communication 

that expresses hate or advocates violence toward a person or group 

based on their race, religion or sex. The aim of the current study 

is to see the reactions of Kurdish and English commentators on 

similar political posts on Facebook platform, and what forms of 

hate speech were used more in each of them based on Bahador’s 

(2020) Intense Scale of Hate Speech model. After analyzing three 

similar posts, it has been concluded that the majority of the 

English commentators used negative character, while the majority 

of the Kurdish commentators used Dehumanization and 

Demonization, in which it was only found in one comment on the 

English posts. 

Index Terms— Facebook, Free speech, Hate speech, Political 

posts, Social media.  

I. INTRODUCTION 

Social media has become a priority in our daily lives, and has 

made it easy for people to communicate with each other. 

Through the social media, users express their feelings freely. 

Personal communication, news consumption, and 

entertainment have all shifted to social media. Simultaneously, 

social media reflects the rising of ideological division that can 

be seen in politics, religion, the environment, and issues of 

gender and sexuality. In recent years, people have shown their 

anger and disagreements by using hate speech in their 

comments on various posts. Hate speech is not a new 

phenomenon, but has unique qualities that provide new 

challenges in the online platforms (Santos, Amaral & Simoes, 

2020). 

Coliver (1992) refers to hate speech as any expression and 

manifestation that is directed to abuse, insult, intimidate or 

harass, led by an open or underlying message of violence, 

discrimination and hatred towards an individual’s belonging to 

a group of different race, nationality, ethnicity or religion, etc. 

According to the definition by the Council of Europe (1997) 

hate speech is any type of language that spread, encourages, 

support, or excuse racial hatred, xenophobia, anti-Semitism, as 

well as other types of discrimination based on intolerance, 

which include: aggressive nationalism and racialism, 

discrimination and hatred towards minorities, migrants, and 

individuals of immigrant background. 

Moreover, another definition of hate speech made by 

Bahador (2012), states that to begin any definition of hate 

speech, it is necessary to look at the two main words 

individually: hate and speech. Hate is an emotion of human that 

may be triggered or heightened by certain sorts of information. 

Hate is defined by a long-term hate, a lack of empathy, and even 

a wish to hurt specific targets. Hate speech is commonly 

considered to be directed towards persons or groups who share 

immutable characteristics such as nationality, religion, race, 

gender, age, or sex. Speech, on the other hand, encompasses a 

wide range of mediums, including spoken words or utterances, 

text, pictures, videos, and sometimes even gestures. In fact, hate 

speech is typically defined widely, and involves insults, 

discrimination, dehumanization, demonization, and violent 

instigation. However, because of the term's concentration on the 

human feeling of hate and its overall vagueness, a number of 

philosophers have questioned its use and proposed more precise 

language, such as dangerous, fear, and stupid speech (Bahador, 

2012). 

II. FREE SPEECH VS. HATE SPEECH 

         Dealing with the meaning and forms of ‘hate speech’, one has 

to mention free speech. Since both hate and free speech are 

concerned with the expression of ideas and feelings, some 

individuals may find it difficult to distinguish between the two. 

The ability to say anything one wants is known as free speech. 

It is acceptable to have opinions and to disagree with 

other's opinions. The right to free speech, sometimes known as 

the right to be heard, allows people to express themselves 

without fear of retaliation, censorship, or interference from the 

government. In a democratic society, this freedom may be 

subject to formalities, conditions, limits, and penalties by the 

law. This right includes freedom for the press to present their 

opinions and liberty of the citizens to express their grievances 

through petitions or protests (Article19, 2020). Hate speech, on 

the other hand, is any form of expression that intends to attack 

a person or a group by inciting violence or prejudice on the basis 
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of attributes such as race, religion, ethnicity, sex, disability, sex, 

and others. Some perceive it as a part of free speech and is either 

legal or illegal depending on the governing administration 

(Kibler, 2015).  

Despite the thin line between free and hate speech, they 

should not be conflated with each other. Free speech is often 

referred to as freedom of speech or freedom of expression, 

notwithstanding their distinctions. It is mainly described as 

encouraging debate by liberally but politely presenting the two 

sides of an issue, respecting limitation and protecting minority 

groups by practicing tolerance and respecting the diversity that 

each group brings. It is also against hate crimes, and is more 

humane. People may publicly express their ideas, opinions, and 

beliefs due to free speech. Having these characteristics, free 

speech leads to the society’s growth. On the flip side, hate 

speech leads to the community’s deterioration by inciting harm 

or violence against others. It discriminates the minority by 

disseminating offensive remarks. Consequently, it creates 

unnecessary factions within a society due to the aggressive 

content which may further encourages violence by deliberately 

offending the other party and supporting discriminatory acts. In 

sum, hate speech incites abuse, degrades society and often leads 

to social punishment (O’Sullivan, 2019).  

III. HATE SPEECH IN THE SOCIAL MEDIA 

With the spread of online hate culture in the social media and 

the demand for effective responses growing louder, study in the 

topic has recently accelerated. Studies look into the content and 

tactical operation of online hate speech. Academics provide 

ways to deal with the harmful phenomena based on their 

findings. Whereas digital communities were formerly 

unimportant to those researching far-right communications, 

they are now an essential element of the field of study on hostile 

politics (Bogerts & Fielitz, 2019).  

Jaki and Smedt (2018) analyzed over 55.000 tweets that 

include hate speech by German users during a period of nine 

months in order to give an insight into the most targeted people 

in social media. Jaki and Smedt found that the Muslim refugees 

are the most targeted group by social media hatred in Germany.  

According to their findings, hate speech is characterized by 

several forms of persuasive speech actions, including 

expressive speech (angry speech frequently accompanied by 

emoji), directive speech (asks for action followed by hash tags), 

as well as forceful, commissive, and indirect speech.  

One of their main insights is that extreme right groups around 

the world are assertively cooperating to achieve shared goals, 

like trying to keep refugees out of Europe, cancelling hate 

speech laws, and electing far-right populist politicians by 

adopting common online interaction techniques, such as "in-

group jokes and memes, idioms, and military vocabulary." 

Another method used by fans of online hate society is the 

intentional spreading of rumors and fake information to build a 

poisonous image (Ibid). 

Hate groups nowadays use the internet and social media to 

reach a larger audience. People can tell who wrote a piece of 

paper if they write their name on it. Similarly, if someone gives 

a speech, everyone can see who is speaking. On the other hand, 

on the internet, anyone can use any name they choose and build 

any website they want - all while remaining anonymous. 

Anonymity frees internet users from obligations, allowing them 

to express themselves in ways they would not dare to utter in 

person. Because the users remain anonymous. (Tsesis, 2001).  

Oboler (2019) states that, the more the content is available, 

the more harm it may do to the victims and the offenders will 

be empowered. One can restrict the exposure if one deletes the 

information early on. It is the same as cleaning up litter; it does 

not make people quit polluting. However, if one does not 

address the issue, it will continue to grow and worsen.  

IV. FORMS OF HATE SPEECH 

Around the world, hate speech is on the rise, and the language 

of exclusion and marginalization has crept into media coverage, 

online platforms and national policies. Communities are facing 

problematic levels of intolerance and prejudice to the extent that 

hate speech began to be conflated with hate crimes (Article19, 

2020). 

Different classifications have been proposed by different 

scholars to classify ‘hate speech’ according to the intensity of 

hate. Parekh (2012) states that there are specific characteristics 

that differentiate hate speech from other types of speech, first, 

it is directed toward a specific group or individuals with 

irrelevant characteristics. Second, by stigmatizing the target 

group, the target group need to change those features which is 

considered as unacceptable in order to be accepted. Finally, the 

target group is considered as unwelcomed member of a group 

not trusted and is accused to be dangerous to the society.  

Waldron (2012) identifies two dangerous types of messages 

in hate speech that expose different groups to vulnerability. The 

first message is directed at the victims and intends to 

dehumanize or ridicule them and to make them feel unwelcome 

in the society. Similar to this, hate speech's overall aim is to 

defame its targets by labeling them as terrorists, supporting 

their removal from society, depriving them of their human 

rights, holding them responsible for the conduct of other group 

members, using double standards, etc. (Jakubowicz et al, 2014). 

The second message, on the other hand, is aimed at the rest of 

the society and intends to encourage people into thinking that 

there are some like-minded individuals who agree with the idea 

that the certain groups of society should be excluded and not 

tolerated (Waldron, 2012). 

Post (2009), states that hate speech can be defined in terms of 

the harms it will cause, such as physical violence or 

discrimination; or it can be defined in terms of its intrinsic 

properties, such as the type of words it uses; or it can be 

defined in terms of its relation to dignity principles; or in terms 

of the ideas it conveys. Each of these concepts has its own set 

of benefits and drawbacks.  

V. BAHADOR’S (2020) MODEL OF HATE SPEECH 

    Bahador (2020) presented six categories of hate organized 

into three typologies based on the "us vs. them" dichotomy. In 

these three typologies, there are other groups that differ in 

strength. A color, number, title, explanation, and examples for 

each category were assembled into a Hate-Speech Intensity 

Scale and presented as a table to make the scale easier to 

http://www.differencebetween.net/language/difference-between-usually-and-often-often-misunderstood/
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understand. These six different types are described in the next 

section. The "early warning" typology encompasses categories 

1 to 3; category 4 contains the dehumanization/demonization 

typology; and categories 5 and 6, the most serious, entail 

incitement to violence and murder. These are shown in table (1) 

below:  

 
 

The three typologies that govern the whole dimensions are 

explained more in the following subsections: 

A. DEHUMANIZATION  AND  DEMONIAZATION  

Dehumanization is the act of treating people like pigs, rats,  

monkeys, or even trash or diseases. Rwanda is a notable case in 

point because of its long-standing conflict between the Hutu 

and Tutsi ethnic groupings. The nation's Hutu-led revolt in 1959 

marked the beginning of the crisis. The Tutsis have been viewed 

as inferior and helpless ever since, sometimes being referred to 

as cockroaches. Kangura is the name of a newspaper published 

by the government. It has a significant impact in stoking hatred 

between the two major ethnic groups. In 1994, the tension 

resulted in a genocide (Jakubowicz et al, 1994). The 

presentation of some groups, particularly the out-group, as less 

than human is known as dehumanization. They should be 

viewed as a hated single creature that has been stripped of its 

own identity and humanity. The in-group exists on the 

periphery, freed of all responsibility for encouraging or 

engaging in violence against them. After all, the aggression is 

now focused at inferior, generally hated, and already disposable 

organisms rather than at other people (Ibid). 

On the other side, demonization is the representation of a 

group as superhuman, such as a monster, robot, or even fatal 

diseases like cancer, which pose a serious threat to the in-group. 

When seen in this way, the elimination of the opposition is not 

only permissible but also useful to the organizations that are 

already there. Demonization and dehumanization are extreme 

examples of negative group characterization and a considered 

trying method of justifying political violence, therefore they 

merit their own category apart from less extreme negative group 

characterizations (Bahador, 2020). 

B. VIOLENCE AND  INCITEMENT 

Dehumanization and demonization are extremely harmful 

concepts for groups of people, yet they do not call for violence 

to be committed against them. On the other hand, inciting 

violence is a particular kind of hate speech. In numerous 

nations, it is against the law to incite violence against a certain 

community. In the International Covenant on Civil and Political 

Rights (UN), which specifies that "any action of national, racial, 

or religious hatred that represents incitement to discrimination, 

hostility, or violence shall be banned by law," encouragement 

is particularly named as being prohibited. Inciting "imminent 

lawless action" when such conduct is both imminent and likely 

is regarded as a felony, even within the US where the First 

Amendment mostly defends free speech (Bahador, 2020).  

C. EARLY WARNING 

"Early warning" refers to a third kind of communication that 

commonly verges on hate speech. Usually more restrained and 

controlled, group-based hate speech generally starts with 

dehumanization or incitement. On the other side, recognizing 

these early warning signs can help to prevent the employment 

of more harsh language. To this end, the creation of a "us" vs. 

"them" dynamic and the differentiation of "them" as a distinct 

group with diverse ideas and values is a very early precursor to 

hate speech. This might result in criticisms of the outright bad 

behavior of the group, since certain individuals' actions may be 

mistaken for those of the entire group (Bahador, 2020).  

Finally, negative behaviors that are solely focused might 

develop into a negative description of the entire group. These 

are less harmful than dehumanizing and demonizing people, 

and they may involve calling people in certain groups stupid, 

lazy, or dishonest, or linking them to nonviolent crimes like 

theft or fraud. Such analogies can encourage the emergence of 

hatred towards marginalized groups, making it easier over time 

to employ hate speech that is more intense (Ibid). 

Disagreement is the first and most obvious warning sign, and 

it involves opposing a certain group's viewpoints or ideologies. 

While there is nothing wrong with having opposing opinions or 

views, the rise of the "us vs. them" paradigm makes this 

category a forerunner of future hate speech. This is particularly 

troublesome since it frequently entails oversimplification and 

stereotyping of the out-group, despite the fact that very few 

people inside the group have the same opinions or worldview. 

The second kind of early-warning discourse concentrates on 

non-violent unfavorable actions associated with the out-group, 

such as allegations that the out-group robbed from or withdrew 

from a positive event. The use of peaceful negative metaphors 

or stated behaviors that are unclear concerning the use of 

violence fall under this category. By voting them out or holding 

protests against them, the in-group should use nonviolent means 

to combat the out-group. The third early-warning typology 

includes negative characterization or insults. This is more 

harmful than merely using negative nonviolent actions that are 

destructive since it implies something fundamental about the 

entire group rather than just a single incident. Since this 

category is not action-oriented, there are no answers. The 

second typology's fourth category, which involves 

dehumanization and/or demonization, is an extreme kind of 

negative characterization. The third and this category both lack 

replies. The third and most extreme typology includes the fifth 
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and sixth categories, which deal with violent actions and death. 

Non-lethal violence against out-groups in the past, present, or 

future is the subject of the fifth category. Both non-lethal and 

lethal metaphorical or aspirational violence falls under this 

category. As a reaction, nonlethal aggression is encouraged, 

such as assaulting the outsiders. The sixth category includes 

irrationally labeling members of minority groups as killers 

(past, present, and future). Based on the responses, the out-

group is anticipated to be killed by the in-group (Ibid). 

VI. DATA COLLECTION 

Political posts on social media are usually targeted by 

commentators who write hate speech against political figures 

and situations. In this paper, three similar political posts are 

taken in both the English and Kurdish public news pages from 

Facebook platform, for each language 5 comments are analyzed 

to show the different types of hate speech used based on 

Bahador’s (2020) intense Scale of Hate speech. The English 

posts and comments were collected from the Sky News, Fox 

News and The Raz Man public pages on Facebook, and the 

Kurdish posts and comments were collected from Rudaw and 

Politic Press public pages on Facebook. Both posts are about 

the “G7 summit, The Afghan people flee from Afghanistan and 

the Guards of UK’s Queen knocking a child”.   

VII. DATA ANALYSIS 

The qualitative analysis was adopted to explain what forms of 

hate speech used more in English and Kurdish comments on 

different political posts based on Bahador’s model of hate 

speech.  

 

 

VIII. RESULTS AND FINDINGS 

Based on Bahador’s (2020) Intense Scale of Hate Speech, on 

the English posts 11 comments out of 15 comments used 

negative characters such as (fools, idiots, savage, terrorists, 

etc.),  While the other 4 comments includes 2 disagreements, 

one dehumanization and one negative action. The Kurdish 

posts, on the other hand, includes 8 dehumanization and 

demonization such as (kar (donkey), Ĥaywan (animal), ŝaytan 

(Satan), etc.) in which two of them only were demonization, the 

other comments include 5 negative characters like (xwêřy 

(stupid), daçâl (Anti-Christ), gawâd (Pander), etc.) three 

disagreement and one negative action. Two of the Kurdish 

comments include both dehumanization and negative character 

and disagreements as a result the number of hate speech in the 

Kurdish comments are 17 hate speeches.  

The English and Kurdish commentators use different ways to 

show their hate, the majority of English commentators prefer to 

use negative character to show their hate, this form of hate 

speech is considered as the third early-warning typology. This 

is worse than only negative nonviolent actions, since it makes 

an essential claim about the group as opposed to a one-off 

action claim. However, the majority of Kurdish commentators 

use dehumanization and demonization to show their hate, this 

is considered as the fourth early warning typology which is 

more serious than the negative character.  The dehumanization 
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and demonization was only used once by the English 

commentators which shows that the English commentators do 

not prefer using this form of hate speech. The second most used 

form of hate speech used by the Kurdish commentators was 

negative character. This shows that Kurdish commentators 

prefer using both dehumanization and negative characters to 

show their hate toward political figures and situations.   

CONCLUSION 

Examining hate speech and its different forms shows that as 

language is a means of communication where speech can be 

used to show good feelings or present good image of a certain 

individual or group, it can also do the reverse by becoming a 

carrier of hate and a means used to harm its target. This hate is 

triggered due to specific factors as one's disability, religion and 

race ethnicity, gender, religion, nationality, or sexual 

orientation.  

In a nutshell, the data shows that the majority of English 

commentators used negative character in their comments to 

show their hate toward a political figure or situation. Some of 

the commentators also used disagreement about the situation.  

Kurdish commentators mainly used dehumanization and 

demonization in their comments to show their hate to political 

figures or situations, and this is more serious early warning 

typology than the negative character.  The second most used 

type of hate speech was the negative character. The least type 

used in both English and Kurdish comments was the 

disagreement and negative actions. Moreover, both English and 

Kurdish commentators used the negative actions only once.   
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APPENDIX 1 

 

 

A. English post 1.  

                                       

 

 

 

 

 

 

English Comments  

1.  

2.  

3.  

4.  

5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Kurdish Post 1.  

 

Kurdish comments  

1. (Satan groups) 

2. (Sons of Anti-

Christ) 

 

3. ( Acting like 

donkey starts again) 

 

 

4.  (All those 

dirty Satan) 

 

5. ( The world’s 
politics is under the control of these stupid) 
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B. English Post 2.  

     

English Comments  

1.  

2.  

3.  

4.  

5.  

 

 

 

 

 

 

 

 

 

 

 

A. Kurdish Post 2.   

   

Kurdish comments 

1.  (These panders 

are lying, they do it for the sake of 

residency) 

 

2. ( Each of them 

made a case for themselves and all are lying) 

 

 

3. (they are all 

lying, when they come to Europe they do 

not leave the Mosque) 

 

4. ( All are stupid) 

 

 

5. ( Damn Taliban) 

 

 

 

 

 



Journal of University of Human Development (JUHD)    

     87 

JUHD  |  e-ISSN: 2411-7765  |   p-ISSN: 2411-7757  |  doi: http://dx.doi.org/10.21928/juhd.v8n4y2022.pp80-88 

 

B. English post 3.  

           

English comments  

1.  

2.  

3.  

4.  

5.  

 

C. Kurdish Post 3.  

       

Kurdish comments 

1.  (Two donkeys) 

2.  (donkey is 

walking) 

 

3. (They are animals) 

 

 

4. (English stupid 

donkeu) 

 

5.  (Donkey is a 

donkey even if you take it to London)
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APPENDIX 2 

Key to Kurdish Phonemic Symbols 

 

 

 

 


