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Abstract—Language is a great tool to communicate and carry information. Moreover, it is used to express feeling and sentiment. These days sentiment analysis is one the most active field of research, to discover people's opinion about specific product, service or topic. The task of sentiment classification is to categorize reviews of users as positive or negative from textual information of Social Networks like Facebook, Google+, Twitter and Blogs to determine the feeling of majority about specific topics. Kurdish language suffer from the unique and standard writing rules, grammar syntax and alphabet. Therefore, Kurdish people write their feeling in social networks in different ways. Some of them prefer to use the Arabic script style while others prefer to use Latin letters to express their feeling, further some people use their different accents and syntax and even sometimes they use English letters write their emotion. Therefore, for the purpose of analytics for Kurdish sentiment analyses its proposed to use data mining classification techniques such as Naive Bayes classifier because of its strong independence assumption. In Experimental results, the Social Network comments are classified into positive or negative polarities. The accuracy of sentiment analysis is obtained 66% by using Naive Bayes classifier for unigram feature on Kurdish text dataset.
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I. INTRODUCTION

Language is a great tool to communicate and carry information. Moreover, it can be used to express feeling and sentiment [1]. Sentiment Analysis is a Natural Language Processing and Information Extraction task that aims to take writer’s feelings expressed in positive or negative comments, tweets, questions and requests, by analyzing many documents. These days sentiment analysis is one the most active field of research, to discover people's opinion about specific product, service or topic. During the current past years, there is a dramatic increase in the Internet usage and specifically in Social Networks. In fact, exchange of public opinion is the driving force behind Sentiment Analysis today. The Web is a huge repository of structured and unstructured data. The analysis of this data to extract underlying public opinion and sentiment is a challenging task [2]. Ordinary millions of comments or opinions are posted in websites that provide the facilities for social networks like the Twitter, Facebook and Google+. The author of the comments share their feeling on different topics, discuss current topics even spot accidents or any flu epidemics. These are the treasured source of opinions and sentiments as huge amount of posts are posted by the users according to their used products and services, or express their different views on different perspectives. Researchers are using these posts to measure the public sentiment and to do sentiment analysis [3]. There are several challenges in Sentiment analysis. People do not express opinions in the same way; they use opinion words as positive or negative comments. In traditional text processing, a small differences between two sentences don not change the meaning very much; however, in Sentiment analysis with informal medium like Twitter or blogs, people combine different opinions in the same sentence which is easy for a human to understand, but more difficult for a computer to parse [4]. Popular machine learning methods that is used for classifying text include Naive Bayes, K-Nearest Neighbor, Support Vector Machines. In this paper, Comments has been collected from the microblogs Twitter, Facebook and Google+ and using Naive Bayes for classifying “documents” into positive, negative sentiment.

II. RELATED WORK

Kurdish language suffer from the unique and standard writing rules, grammar syntax and alphabet. Therefore, Kurdish people write their feeling in social networks in different ways. Some of them prefer to use the Arabic script style while others desire to use Latin letters to express their opinion, further some people use their different accents and syntax and even sometimes they use English letters write their emotion. Therefore, the purpose of Kurdish sentiment analyses we need a specific algorithm that only care about the occurrence of each words in negative or positive sentences,
Regardless of the type of letters script and syntax and other issues. While, many research has recently focused on the analysis of sentiments of social media in order to get a feel for what people think about current topics of interest or specific products or services, in [5] they describes a strategy based on a Naïve-Bayes classifier for detecting the polarity of English tweets. The experimental result, shown that the best performance is achieved by using a binary classifier between just two polarity categories: positive and negative. The F-score that is achieves after experiment result was 63%. A system has been designed in [6] for real-time analysis of sentiment toward presidential candidates in the 2012 U.S. Twitter has been used as data source and The statistical classifier have been used for sentiment analysis is a Naïve Bayes model on unigram features. The accuracy that have been achieved was 59% on the four category classification of negative, positive, neutral, or unsure. Sentiment analyzed in [7] on Spanish tweets. Twitter have been used as Twitter can be seen as a large source of short texts (tweets) containing user opinions, emotion analyzing this tweets is a challenge. The approach, Naïve Bayes classifier have been used for detecting the polarity of Spanish tweets. Results shown that accuracy of the system 67% which used for detect six sentiment categories. In [8], the utility of sentiment classification on a novel collection of dataset have been investigated which is Tunisian Facebook users. The originality of this collection leads not only on the nationality of the users, but also on the period of posting their statuses updates which is the Tunisian revolution. The dataset have been preprocessed by removing repeating group and stemming. Machine learning algorithms which are Naïve Bayes and the SVM have been used and result of both algorithm have been compared to each other. Although, Facebook statuses have unique characteristics compared to other corpuses (Reviews, News, etc), machine learning algorithms are shown to classify statuses with similar performance. The overall performance of the proposed methodology is also calculated.

Sentiment analysis in [9] has addressed for reviews expressed in the Arabic language, two dataset have been used the first dataset has been prepared manually by collecting reviewers’ opinions from Aljazeera2 website against different published political articles. The dataset includes 322 reviews and the second dataset represents an Arabic opinion corpus that is freely available for research purposes. Naïve Bayes, SVM and K-NN classifier have been used and result of each of them have been represented and discussed. A modern approach towards sentiment classification is to use machine learning techniques which inductively build a classification model of a given set of categories by training several sets of labeled document. Popular data mining methods include Naïve Bayes, K-Nearest Neighbour, Support Vector Machines and Neural Network. In proposed system, Naïve Bayes supervised method are used for classification.

III. ARCHITECTURE

The proposed system architecture is shown in Figure 1. As has been illustrated in this figure, Kurdish texts is collected from different Social Networks like Twitter, Facebook and Google+. This collected data set is stored in the specific database. Then in the second step, Naïve Bayes Classifier is used to apply on the training set, containing 70% of the data set. In this step, Bag of Words (BOW) for Kurdish Sentimental analyses is built. BOW contains frequency of occurrence of each word in negative and positive documents that is used as a unigram feature for training a classifier. A unigram feature marks the presence or absence of a single word within a text. By applying the classifier on the test set, which is 30% of total data set, and use of the prepared BOW, Kurdish Sentiment Analyzer is built.

IV. NAIVE BAYES CLASSIFIER

The Naïve Bayes algorithm is a method that is often used for document classification. The Naïve Bayes method is from a machine learning method based on applying the Naïve Bayes theorem with an independent assumption. The Naïve Bayes method work performance has two stages in the document classification process: the learning stage and classification stage. In the learning stage, the classification process is done in sample documents that choose words from aspects that express sentiment in a document. Every aspect from an entity represents an opinion in a document by counting the probability of a word surfacing. The Naïve Bayes assumption is every word that expresses an aspect from an entity that is not dependent on the position of where the word is. Next, there is a document classification process by looking for maximum probability values from
every word that arises in a document with considering the Naïve Bayes classifier [10].

The Naïve Bayes model involves a simplifying conditional independence assumption. That is given a class (positive or negative) the words are conditionally independent of each other. This assumption does not affect the accuracy in text classification by much but makes really fast classification algorithms applicable for the problem. From numerical based approach group, Naive Bayes has several advantages such as simple, fast and high accuracy [11]. In this algorithm Bayes’s rule applied to documents and classes, for each document d and class c. In [12] describes the Bayes rule as:

$$P(c|d) = \frac{P(d|c)P(c)}{P(d)}$$

(1)

Where: c: a specific class
d : Documents wants to classify
P(d) and P(c) : prior probabilities
P(d|c) and P(c|d) : posterior probabilities

The best class the maximum a posteriori class (MAP) that has been looking for to assign this document is:

$$C_{MAP}=\text{argmax } P(c|d)$$

(2)

As in (1), by Bayes rule the equation is:

$$C_{MAP}=\text{argmax } \frac{P(d|c)P(c)}{P(d)}$$

(3)

Now let us represent the documents by completely set of features: In that case:

$$C_{MAP}=\text{argmax } P(x_1, x_2, x_3, x_4, ..., x_n|c)P(c)$$

(4)

To make computations less complex the following simplifying assumptions has been mad:

1) BOW assumption: By assuming that position does not matter.
2) Conditional Independence: To assume that different features probabilities $P(x_i|c)$ are independent given the class c. Therefore, easily it is possible to write:

$$P(x_1, x_2, x_3, x_4, ..., x_n|c) = P(x_1|c)*P(x_2|c)*P(x_3|c)*...*P(x_n|c)$$

Therefore, from (4), easily it can be written:

$$C_{MAP}=P(c_j)\prod_{i=1}^{n} P(x_i|c_j)$$

(5)

However, there is a problem with maximum likelihood because if one of the words in the BOW does not appear in the document, the $P(x_i|c_j)=0$ and it cause to be equal to zero. To solve this problem classic Laplace or (add-1) smoothing for Naïve Bayes has been used, so in this case by having (6):

$$P(W_i|C_j) = \frac{\text{Count}(W_i,C_j)+k}{\sum_{i=1}^{V}\text{Count}(W_i,C_j)+v}$$

(6)

where V is the size of the BOW.

An example has been shown in the table (I):

<table>
<thead>
<tr>
<th>Set</th>
<th>Document</th>
<th>Words</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training 1</td>
<td></td>
<td>کاتێک ئەبمەن بە کەشکەوەن و ئیشکەوەن بەمجۆیی بەکەم.</td>
<td>Positive</td>
</tr>
<tr>
<td>Training 2</td>
<td></td>
<td>بژار بە ناتۆریەست بەم کەشکەوەن و ئیشکەوەن.</td>
<td>Negative</td>
</tr>
<tr>
<td>Training 3</td>
<td></td>
<td>Em barudoxe têppt devbê we agiit û arami degarrêlewe.</td>
<td>Positive</td>
</tr>
<tr>
<td>Training 4</td>
<td></td>
<td>نەنێیە و بەهەیەیەیەکەیەوەیەکەیەوەیە.</td>
<td>Positive</td>
</tr>
<tr>
<td>Test</td>
<td></td>
<td>ئاشتی بگۆرێ.</td>
<td>?</td>
</tr>
</tbody>
</table>

T A B L E I. E X A M P L E

Because if one of the words in the BOW does not appear in the document, the $P(x_i|c_j)=0$ and it cause $C_{MAP}$ to be equal to zero. To solve this problem classic Laplace or (add-1) smoothing for Naïve Bayes has been used, so in this case by having (6):

$$P(W_i|C_j) = \frac{\text{Count}(W_i,C_j)+k}{\sum_{i=1}^{V}\text{Count}(W_i,C_j)+v}$$

(6)

Now let us represent the documents by completely set of features: In that case:

$$C_{MAP}=\text{argmax } P(x_1, x_2, x_3, x_4, ..., x_n|C_j)P(C_j)$$

(7)

Where V is the size of the BOW.

An example has been shown in the table (I):

**Calculate priori probability of pos and neg in multinomial model by :**

\[ P(\text{Pos})=\frac{\text{No of positive Docs}}{\text{Total Number of Docs}}=\frac{3}{4} \]
\[ P(\text{Neg})=\frac{\text{No of Negative Docs}}{\text{Total Number of Docs}}=\frac{1}{4} \]

Calculate maximum likelihood smoothing Naïve Bayes estimate by using (7):

\[ P(x_i|\text{Pos}) = \frac{\text{Count}(x_i, \text{Pos}) + 1}{\sum_{i=1}^{V} \text{Count}(x_i, \text{Pos}) + V} \]
\[ P(x_i|\text{Neg}) = \frac{\text{Count}(x_i, \text{Neg}) + 1}{\sum_{i=1}^{V} \text{Count}(x_i, \text{Neg}) + V} \]
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\[ p(\text{کاتێک}|\text{neg}) = \frac{0+1}{10+34} = \frac{1}{44} \]
\[ p(\text{جنگ}|\text{neg}) = \frac{1+1}{10+34} = \frac{2}{44} \]
\[ p(\text{بۆ}|\text{neg}) = \frac{0+1}{10+34} = \frac{1}{44} \]
\[ p(\text{ئاشتی}|\text{neg}) = \frac{0+1}{10+34} = \frac{1}{44} \]
\[ p(\text{بگۆڕێ}|\text{neg}) = \frac{0+1}{10+34} = \frac{1}{44} \]

Calculate posteriori probability using (4):

\[ P(\text{pos}|d5) = \frac{3}{4} \times \frac{1}{4} = \frac{3}{16} \]
\[ P(\text{neg}|d5) = \frac{1}{4} \times \frac{3}{4} = \frac{3}{16} \]

Since \( P(\text{pos}|d5) \) is greater than \( P(\text{neg}|d5) \), then the statement in test set has positive polarity.

V. RESULTS

We implemented the classifier in Python and PostgreSQL to store collected documents and the created BOW. All the documents and text are collected from Twitter, Facebook and Google+ one by one. Each of them marked by one as conveying the positive feeling and zero for negatives. It is commonly used dictionary in sentiment analysis, but as mentioned before, a prototype of Kurdish BOW has been built for the purpose of Kurdish Sentimental Analyses. The BOW contains words with their positive and negative rates in different scripts style like Arabic, English and Latin. The BOW has 5,544 total keywords which includes 2,000 negative words and 3,544 positive words. The collected dataset contains 15,000 text files in which 8,000 labeled as positive reviews and the rest 7,000 labeled as negative reviews. The 70% of the dataset has been used in training set for building the BOW. The most frequent 5,544 words has been selected as the BOW. After experiment, the result of sentiment analysis using Naïve Bayes classifier is obtained 66% accuracy on test data and F-Score of 0.72.

VI. PERFORMANCE METRICS

Performance metrics are used for the analysis of classifier accuracy. The proposed system is evaluated performance using accuracy and F-Score parameter. The accuracy can be computed using (8):

\[ \text{Accuracy} = \frac{\text{No of Correct Samples}}{\text{Total No of Samples}} \times 100\% \]  \hspace{1cm} (8)

Table II shows the information about total number of documents in test set and correct and incorrect prediction samples of Naïve Bayes classifier. Using (8) and the data inside table (II), it is obvious that the accuracy is equal to 66%.

Table II. Accuracy Table

<table>
<thead>
<tr>
<th>Total No of documents in test set</th>
<th>Correct Sample</th>
<th>Incorrect Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>4,500</td>
<td>2,991</td>
<td>1,509</td>
</tr>
</tbody>
</table>

Table (III) shows the confusion matrix, which displays the number of correct and incorrect predictions made by the model compared with the actual classifications in the test data.

Table III. Confusion matrix

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Actual Class 1</th>
<th>Actual Class 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Class 1</td>
<td>True Positive</td>
<td>False Positive</td>
</tr>
<tr>
<td>Predicted Class 0</td>
<td>False Negative</td>
<td>True Negative</td>
</tr>
</tbody>
</table>

Table (IV) illustrates the actual and predicted data for both positive and negative documents.

Table IV. Confusion matrix results from test set

<table>
<thead>
<tr>
<th>Naïve Bayes Algorithm</th>
<th>Actual document 1</th>
<th>Actual document 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted 1</td>
<td>1,990</td>
<td>999</td>
</tr>
<tr>
<td>Predicted 0</td>
<td>511</td>
<td>1,001</td>
</tr>
</tbody>
</table>

In order to compute F-Score, Recall and Precision needs to be computed. Table (V) shows the values for all which have calculated through the (9), (10) and (11) which is 0.72.

\[ \text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}} \]  \hspace{1cm} (9)
\[ \text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}} \]  \hspace{1cm} (10)
\[ F\text{-Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  \hspace{1cm} (11)

Table V. Results

<table>
<thead>
<tr>
<th>Precision</th>
<th>Recall</th>
<th>F Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.665</td>
<td>0.79</td>
<td>0.72</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

These days sentiment analysis is one the most active field of research, to discover people's opinion and feeling about a specific product, service or topic from Social Networks. Since Kurdish language has its own characteristics, there are challenges when it is come to Kurdish sentiment analyzing. Naïve Bayes classifier due to its strong conditional independence assumption is a great choice. Moreover, it is easy to implement and extremely fast to train. We also have shown through this paper that reasonable accuracy can be achieved comparing with similar works. The ideas of this paper, can be applied to other domains of Kurdish text classification.
VIII. FUTURE WORK

As future work, many suggestions can be put forward either to improve this work or the other related works. It’s possible to make a special pre-processing for accuracy enhancement regarding the rules and syntax of Kurdish language. Use the different available Kurdish dictionaries and our BOW to making a complete BOW with different word scripts and spelling, will give a dramatic enhancement in accuracy of Kurdish sentiment analyses. Using more sophisticated machine learning algorithms like SVM and KNN algorithms for Kurdish sentiment analyses is also would be a great choice.
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