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1. INTRODUCTION

Human language has a complex and irregular system that 
can pose significant issues for machine translation. The 
kind of  morphemes, their implications, and their syntactic 
and semantic relations in the context is causing the natural 
language to be complex and abnormal. The complexity of  
these problems has led some to believe that human translation 
is infeasible for such tasks.

Historically, machine translation has experienced numerous 
changes. First, dictionary-based and rule-based translation 

methods were developed and provided translation services 
through the manual specification of  rules and resources [1]. 
Following that, statistical translation emerged as the new 
model to diminish the role of  a linguist and increase the 
emphasis on language dependency [2].

Luckily, the advancement of  neural networks and artificial 
intelligence has primarily impacted many areas of  science, 
including machine translation. As a result of  the neural 
machine translation research, top-notch translations were 
produced for texts written in resourceful languages. Therefore, 
the need to achieve the same goal for low-resourced languages 
has become significant and the attempts to achieve that have 
increased [3]. Languages are considered less resourced when 
they lack human-constructed linguistic resources, substantial 
monolingual or parallel corpora, and general-purpose 
grammar are the sole sources available. The research industry 
has primarily ignored Kurdish dialects, which are practiced by 
20–30 million people across four regions [4].
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This study presents a transformers-based model using the 
vocabulary dictionary concept. We collect the parallel corpora 
in the language and merge them to be a large corpus for 
training and report the results. The resources used for the task 
include the Tanzil corpus [5], TED corpus [6], KurdNet–the 
Kurdish wordnet [7], and the Auta corpus [8].

2. RELATED WORKS

Few studies have addressed the Kurdish language in the 
Machine Translation (MT) domain. The Apertium project 
is the first machine translation system for both Sorani 
and Kurmanji. The Apertium uses rules-based machine 
translation, which has developed various tools and resources 
for the Kurdish language, such as bilingual and morphological 
dictionaries, structural transfer rules, and grammar [4]. 
InKurdish1 is another attempt to construct a machine 
translation model for Kurdish. The system applies dictionary-
based methods for translation. According to Taher et al. (2017), 
this method is ineffective in translating lengthy and idiomatic 
sentences. Finally, Ahemdi and Mansoud (2020) attempted to 
translate Kurdish texts using neural machine translation [4]. 
Their work was based on collecting the parallel datasets in the 
Kurdish language. They used different tokenization techniques 
for training the dataset. They eventually reported the Bilingual 
evaluation understudy (BLEU) achieved using each tokenizer. 
Regarding other low-resourced languages worldwide, Abbott 
and Martinus (2018) employed transformer models to 
translate texts from English to Setswana using the parallel 
Autshumato dataset [9]. The outcome of  their work indicated 
that the transformer outperforms previous methods by 5.33 
BLEU points. Moreover, Przystupa and Abdul-Mageed 
(2019) used transformer models with back-translation. Their 
results demonstrate that transformer models translate texts 
between Spanish–Portuguese and Czech–Polish [10]. Tapo 
et al. (2019) used neural machine translation to translate texts 
from Barbara’s language to English and French. Their work 
mainly concentrated on the challenges when performing 
neural machine translation on a low-resourced language such 
as Barbara [11].

2.1. Dataset
We used a collection of  four parallel datasets. The first one 
is Tanzil, a group of  Quran translations compiled by the 
Tanzil project8. The corpus has one Sorani translation aligned 
with 11 translations, totaling 92,354 parallel texts with 3.15M 
vocabularies on the Sorani Kurdish side and 2.36M on the 
English side. The corpus is available in translation memory 
exchange (TMX), where aligned verses are offered [4].

The second corpus, the TED corpus [6], is the collection 
of  subtitles from TED Talks, a sequence of  top-notch 
talks on different genres, “Technology, entertainment, and 
design.” The only Kurdish dialect for which these subtitles 
are translated is the Sorani dialect. Even though there are only 
2358 parallel sentences, the TED collection has translations in 
a broader, more comprehensive range of  subjects than Tanzil.

The third corpus is WordNet [12], a lexical-semantic tool 
exploited for various Natural Language Processing (NLP) 
tasks like information extraction and word disambiguation. 
WordNet offers concise definitions and uses examples for 
groupings of  synonyms, also known as synsets, in addition 
to semantic links like synonymy, hyponymy, and meronymy. 
Kurdish WordNet [7] is based on a semi-automatic technique 
that focuses on creating a Kurdish alignment for base concepts, 
a critical subset of  WordNet’s central meanings. Four thousand 
six hundred and sixty-three definitions directly translated from 
the Princeton WordNet are included in the most recent version 
of  KurdNet (version 3.0). We included this resource despite 
having fewer translated purposes than necessary for machine 
translation because it covers more domains.

The final corpus is Auta, comprising 229,222 pairs of  
physically aligned translations [8]. The corpus is gathered 
from different text genres and domains to construct more 
solid and real-world machine translation applications. The 
researchers built this corpus and published a portion of  
this corpus available to promote study in this area, which 
contains 100.000 normalized and cleaned texts ready to be 
experimented with using the trendy machine learning models 
(Table 1).

2.2. Transformer’s Model Architecture
Most neural machine translation models follow an encoder-
decoder structure [13]. The encoder consists of  six identical 
layers with a multi-head self-attention mechanism and 
position-wise sublayers. These layers are fully connected to 
feed-forward networks. The encoder aims to map an input 
sequence of  symbol representations starting from (x1;:; 
xn) to a sequence of  continuous representations, which is 
z = (z1;:; zn) [14].

Table 1: Size of each Kurdish–English corpus
No Corpus Language Size
1 Tanzil Kurdish–English 92.354 texts
2 Ted Kurdish–English 2.358 texts
3 KurdNet Kurdish–English 4.663 texts
4 Auta Kurdish–English 100.000 texts
Total 199.375 texts
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Similarly, the decoder is constituted of  a stack of  six identical 
layers. Encoder layers consist of  two sublayers each, and 
the decoder adds the third sublayer to carry out multi-head 
attention around the encoder`s output. In the same way as 
the encoder, layer normalization uses residual connections 
around each sub-layer. The self-attention sub-layer in the 
decoder stack has been adjusted to block positions from 
attending to the following positions, as shown in Fig. 1. The 
goal of  the decoder is to produce a sign output sequence 
(y1;:; ym) one element at a time [14].

Moreover, the model uses the attention function to map a 
query and a set of  key-value pairs to an output, where the 
question, keys, values, and production are all vectors. The 
sum of  the weight values calculates the result. A compatibility 
function between the query and the relevant key determines 
each value’s weight.

As is shown, the transformer operates multi-head attention 
on three different stages:
1. Encoder-decoder attention lets every decoder position 

focus on every input post.
2. The encoder has layers for the self-attention. All the keys, 

values, and queries in a self-attention layer originate from 
the same source, in this case, the encoder’s output from 
the previous layer.

3. The decoder’s self-attention layers enable each location 
to pay attention to all postings below and above.

A fully connected feed-forward network is implemented to 
each position separately and uniformly in each layer of  the 
encoder and decoder. Two linear transformations and a ReLU 
(Rectified Linear Unit) activation make up this process [15].

The decoder output is transformed to project next-token 
probabilities using the SoftMax function. The embedding 
is utilized to convert the input and output tokens to vectors 
of  the dimension model.

The positional encodings to the input embedding at the 
bottoms of  the encoder and decoder stacks. Since the 
positional encodings and the embeddings share the same 
dimension model, both can be added. Positional encodings 
come in a variety of  discovered and fixed forms [16].

2.3. The Proposed Model Architecture
The decoder and encoder for the proposed transformer-
based Neural Machine Translation (NMT) have a stack of  
six layers, as shown in Fig. 2. Every layer has two sublayers: 
The position-wise feed-forward sub-layer and the multi-
head attention sub-layer (FFN). The encoder and decoder 
in the proposed Transformer NMT model architecture 
for Kurdish texts produce variable-length sequences using 
an attention model and feed-forward net. Multi-head 
attention is the foundation for how attention operates 
across multiple tiers. The mapping of  an input sequence 
of  symbol representations, X = (x1, x2..., xnenc)T to an 
intermediate vector. Given the intermediate vector, the 
decoder generates the output sequence (target sentence) 
Y = (y1, y2..., yndec)T. The convolutional or recurrent 
structures are absent from the transformer design. At 
the first layer of  both the encoder and the decoder, the 
positional encodings computed by the Equations below 
are summed to the input embeddings.
1) PE(pos, 2i) = sin(pos100002i/dmodel)
2) PE(pos, 2i+1) = cos(pos100002i/dmodel)Fig. 1. The transformer model architecture [15].
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Fig. 2. The Proposed model architecture.

Where pos stands for position, i is considered the dimension, 
and d is the dimension of  the intermediate representation. 
Every encoding layer has a position-wise feed-forward 
sub-layer and a multi-head attention sub-layer. A residual 
connection method [17] and a layer normalization unit 
(LayerNorm) [13] are used around each sub-layer to facilitate 
training and enhance performance. In contrast to the encoder, 
every layer of  the decoder has three sub-layers: a multi-head 
attention sublayer, a position-wise feed-forward sub-layer, 
and so on. Encoder-decoder multi-head attention sub-layer 
is inserted in between them.

3. METHODOLOGY

The proposed model uses the concept word dictionary 
inside the dataset to find the equivalence meaning of  
each word. Therefore, in the preprocessing stage, we 
only tokenized the cleaned texts, which converted the 
sentences into lists of  words. Following that, we converted 
them into an extensive dictionary of  words which has 
Kurdish words and their English meanings. Next, we fed 
the dictionary to our proposed transformer’s model. As 
shown in Fig. 3. We used the batch size of  20 and trained 
on 100 epochs.

At first, we tried to train the model on the central processing 
unit (CPU); since the amount of  data was huge for the CPU, 
the model trained for days without providing any results, 
and numerous ram crashes forced the computer to reboot 
and restart the process again. However, we tried to train the 
model for one epoch and compare its result with graphics 
processing unit (GPU). As it is shown in Table 2.

As shown in Table 2, training one epoch on the CPU 
lasted 3 h and 37 min, while it lasted <5 min for GPU. 
Because 100 epochs are enormous to be trained on CPU 
and to avoid Ram crashes, we trained the model on Google 
Colab Pro, a monthly subscription program that gives you 
higher Ram and GPU. The whole training and test process 
lasted 5 h. The complete code and the training program 
are publicly available at/https://github.com/mbrow309/
MachineTranslationUsingTransformers/blob/master/
KurdishMTTransformers.ipynb/.

4. RESULTS AND DISCUSSION

We train the system on 100 epochs since introducing the MT 
module at higher values will help guarantee a good BLEU 
score. Neural networks are usually trained over several 
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Fig. 3. An outline of the methodology.

Table 2: The difference between training on GPU 
and CPU
Machine type Loss BLEU Time
CPU 5.140 0.0183 3 h and 37 min
GPU 5.109 0.0191 4 min

GPU: Graphics processing unit, CPU: Central processing unit, BLEU: Bilingual evaluation 
understudy

Table 3: Samples of the produced translation texts
Kurdish من تۆم خۆشدەویت
English I love you, and I love you.
Kurdish من دەچم بۆ بازاڕ
English I am going to go to the marketing game.
Kurdish ڕۆژێک لە ڕۆژان نەخۆشیەکی ترسناک بوو بە هەڕەشە
English Once upon a time, there was a dread disease.
Kurdish ئێوە لە کوێ بوون
English Where were you, like yesterday?

epochs. Epochs refer to cycles through a training dataset [18]. 
It is important to note that we tried to train the module on 
each dataset, and due to the low amount of  datasets, the 
module yielded a significantly lower BLEU score. However, 
merging the datasets did a perfect job. As shown in Fig. 4, 
the amount of  BLEU improves significantly per 10 epochs 
and finally reaches the ideal score.

We fed the module some unseen texts to translate. Overall, 
the module did an excellent job of  translating the texts. Below 
are samples of  translated texts shown by the module.

The model does a relatively good job of  translating unseen 
texts. Even though the translation results from Table 3 
show some cases of  word repetition and some cases of  
producing ungrammatical sentences, particularly in the final 
test example. The issue is substantially related to having a 
low amount of  data. Therefore, if  the model is trained on 
much larger datasets, the translation results would be more 
accurate and flawless.

In the next phase of  our work, we intend to investigate the 
ergative case of  our model by feeding it examples that have 
ergative and compare our model`s translation with the latest 
Google translation for the Kurdish language. In Kurdish, 

the word order is subject-object-verb with tense-aspect-
modality markings [19]. As a split-ergative language, Sorani 
Kurdish marks transitive verbs in the past tenses differently 
from nominative verbs [20]. For ergative-absolute alignment, 
Sorani Kurdish uses different pronominal enclitics [4]. To 
clarify further, we have included a few examples in Sorani 
Kurdish below. The bold suffix is used for patient marking 
in Example 1 in the past tense, which uses the pronominal 
enclitic = man as an agentive marker.

1. Kurdish/منداڵەکانمان هێنان
Transcribe/mndalakanman hênan.

Translation/we brought the children.

2. Kurdish/هێنامانن
Transcribe/hênamanin

Translation/we brought them.

3. Kurdish/دەچنە باخەکامان

Transcribe/deçine baxakaman

Translation/they are going to our garden.
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Undoubtedly, the Kurdish language suffers from a lack of  
resources, particularly in the field of  NLP. The lack of  a 
translation model is also part of  the problem. The work 
undertaken in this paper demonstrates that the Kurdish 
language responds well to the newly developed and proposed 
neural machine translation model. It is worth noting that the 
existence of  large corpora with more than 1 million data can 
actively work well and improve the model’s score to near-
perfect translation. Fortunately, the results acquired from this 
work can open many gates for the future researchers to dive 
deeply into the transformer model and modified in a way that 
can work specifically for the language. Finally, the transformer 
model’s layers remain intact, and the training and process 
started this way as the model modification, particularly on 
the layers left for future researchers.
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