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1. INTRODUCTION

In recent decades, many studies have demonstrated the ability 
of  the machine to examine the environment and learn to 
distinguish patterns of  interest from their background and 
make reliable and feasible decisions regarding the categories 
of  the patterns. With huge volumes of  data to be dealt with 
and through years of  research, the design of  approaches 
based on character recognition (CR) remains an ambiguous 
goal. Various frameworks employed machine learning 

approaches which have been most comprehensively studied 
and applied to a large number of  systems that are essential 
in building a high-accuracy recognition system, CR is among 
the most well-known techniques and methods that make use 
of  such artificial intelligence which have received attention 
increasingly. Moreover, in various application domains, 
ranging from computer vision to cybersecurity, character 
classifiers have shown splendid performance [1]-[3].

The application of  CR is concerned with several fields of  
research. Through those numerous applications, there is 
no single approach for recognition or classification that 
is optimal and that motivates the researchers to explore 
multiple methods and approaches to employ. In addition, a 
combination of  several techniques and classifiers is popped to 
the surface to serve the same purpose. Due to the increased 
attention paid to CR-based applications, noticeably there are 
few comprehensive overviews and systematic mappings of  
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CR applications design. Instead, the existing reviews explore 
in detail a specific domain, technique, or system focusing on 
the algorithms and methodology details [4], [5].

While starting investigations in this field, a big space of  
confusion appeared while diving into the details of  each 
step in the recognition process due to the variety of  paths 
that could be taken to reach the final goal and the pool of  
factors to be phished for that matter. That leads to the fact of  
considering an in-depth literature review as a requirement for 
surveying the possibility of  using the techniques, approaches, 
or methodologies that are required for that phase of  the 
recognition process among the others and deciding if  they 
are suitable or not for that CR-based application.

The major aim of  this study is to present the main path for 
the various kinds of  approaches to be followed before diving 
into the details of  the framework to be proposed by the meant 
research, Moreover, depending on each research field, there 
are options offered and categorized, techniques, and methods 
are presented and summarized from multiple perspectives all 
of  which are investigated to answer the following queries:
1.	 Which language will be taken to recognize as input and 

what is a specified script writing style?
2.	 How can the data be acquired? Is it taken digitally (touch-

screen, scanner, or another digital device) or uploaded 
from a non-digital source? In printed form by a keyboard 
or in handwritten form?

3.	 Which scale or level of  detail is present in that set of  
data? Does the script have to be taken wholly or by a 
single character each time?

4.	 From which source could those data be collected? Is the 
preprocessing phase needed or not?

5.	 Generally, through which recognition process should 
invade for the optimal outcomes considering the 
previously chosen phases?

This work is structured to give the most suitable roadmap to 
the author of  interest by presenting a systematic guideline 
to explore the multidisciplinary path starting from the 
script writing style the passing by the most suitable guide 
throughout the desired dataset characteristics (acquisition, 
granularity level, and the source of  collected data), reaching to 
the script recognition process for the CR-based applications. 
Furthermore, this study uncovers the potential of  CR 
applications among different domains and specifications by 
summarizing the purpose, methodologies, and application.

Thorough proofreading of  several types of  research including 
survey articles, the CR process has the same stations to stop 

by which could be sorted under some separated categories 
on specific factors and all those categories of  any proposed 
system may have a stop in those main stations, that was an 
encouragement to make this study to highlight those main 
stations and present a guideline the researchers of  interest 
by examining the detailed of  sub-stations due to building 
CR system efficient to the author and understandable by 
the reader.

2. PROPOSED WALKTHROUGH GUIDELINE

The main goal of  this study is to construct and design 
criteria for researchers working in the field of  CR systems 
to observe when initiating research in both the practical and 
written parts. The following classifications and assortments 
are proposed, as shown in Fig. 1.

2.1. Script Writing System
From the linguistic point of  view, nowadays, scripts used 
throughout the work have been broken down into six 
script classes, each of  which can be used in one or more 
languages [6], [7]. Furthermore, in the context of  CR, the 
investigations of  the script character characteristics and 
structural properties, the script-written system has been 
classified under six classes. Different classes may contain 
the same language scripts [8], [9], [10]. Fig. 2 illustrates the 
classification of  the script writing system.

2.1.1. Logographic system
The oldest kind of  writing system is a logographic writing 
system; it is also called an ideogram as well, which employs 
symbols to depict a whole word or morpheme. The most 
well-known logographic script is Chinese, but logograms 

Fig. 1. General assortments of the CR system.
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Fig. 2. Script Written System classifications.

such as numbers and the ampersand are found in almost 
all languages. An ideographic writing system typically has 
thousands of  characters. Thus, the recognition process 
of  this kind of  script is still a challenging and fascinating 
topic for researchers. Han is the only script family in this 
class that includes two more languages, namely, Japanese 
(Kanji) and Korean (Hanja). The interesting distinguishing 
point between Han and other languages is the text line 
written direction, which is either from top to bottom or 
left to right.

In literature, lots of  research can be found on handwritten 
CR in these scripts, for instance [11]-[13] work on Chinese, 
Japanese (Kanji), and Korean (Hanja), respectively. The 
accuracy rates for the scripts based on the aforementioned 
references are 99.39%, 99.64%, and 86.9%, respectively.

2.1.2. Syllabic system
Every written sign in a syllabic system, such as the one used 
in Japanese, corresponds to a phonetic sound or syllable. 
Kanas, which are divided into two types  -  Hirakana and 
Katakana - represent Japanese syllables. The Japanese script 
combines logographic Kanji and syllabic Kanas, as mentioned 
in the previous subsection. The Kanas has a similar visual 
appearance to the Chinese, with the exception that the Kanas 
has a lower density than the Chinese.

A lot of  recognition progress can be found in the literature 
for both Hirakana and Katakana. Examples of  excellent 
achievements in recognition accuracy rate are contributed 
in [11] for both Hirakana and Katakana, which are 98.83% 
and 98.19%, respectively.

2.1.3. Alphabetic system
Each consonant and vowel have a distinct symbol in the 
alphabetic writing system, which is used to write the languages 
classified under this written system. Segmental systems are 
another name for alphabets. To represent spoken language, 
these systems mix a small number of  characters called letters. 
Letters are meant to represent certain phonemes. Greece 
is where the alphabet was first used, and it later expanded 
around the world, especially in Europe and a part of  Asia 
as well [14], proposed a system for Ancient Greek CR 
that achieved an accuracy rate of  96%. Latin, Cyrillic, and 
Armenian also belong to this system.

There are numerous languages that use the Latin alphabet, 
commonly known as the Roman script, with differing 
degrees of  alteration. It is utilized to write in a wide range 
of  European languages, including English, French, Italian, 
Portuguese, Spanish, German, and others. The interested 
authors of  Latin languages presented their ideas in terms 
of  the recognition system for the different Latin languages, 
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for instance, Afrikaans 98.53% [15], Catalan 91.97% [16], 
Dutch 95.5% [17], English 98.4% [18], French 93.6% [19], 
Italian 92.47% [20], Luxembourgish (87.55 ± 0.24)% [21], 
Portuguese 93% [22], Spanish 97.08% [23], Vietnamese 
97% [24], and German 99.7% [25].

Cyrillic has a separate letter set but is still relatively comparable 
to Latin. The Cyrillic writing system has been adopted by 
certain Asian and Eastern European languages, including 
Russian, Bulgarian, Ukrainian, and Macedonian, where the 
recognition rate is recorded for them as follows: Russian 
83.42% [26], Bulgarian 89.4% [27], Ukrainian 95% [28], and 
Macedonian 93% [29].

Finally, the Armenian written system, this language classified 
as an Indo-European language belonging to an independent 
branch of  which it is the only member recent CR system for 
this language scored 89.95% [30].

2.1.4. Abjads
When the words have a writing pattern from right to left 
along with text line, written in a repetition of  consonants that 
are close together leaving the vowel sounds to be inferred 
by the reader, and have cursive long strokes consisting of  
few dots, then you are looking at Abjads writing system. It 
is unlike most other scripts in the world but it is similar to 
the alphabetic system unless it has symbols for consonantal 
sounds only. These unique features make the process of  script 
identification for Abjads relatively simpler compared to other 
scripts, particularly because of  the long cursive strokes with 
dots and the right-to-left writing direction, making it easier 
for recognition systems in pen computing.

Arabic and Hebrew are considered the major categories of  
the Abjads writing system. There are some other scripts of  
Arabic origin, such as Farsi (Persian), Urdu, and Uyghur. 
A  lot of  approaches had been proposed for identifying 
Abjad-based scripts, they used the long main stroke along 
with the cursive appearance yielding from conjoined words 
for Arabic. Meanwhile, the more uniform strokes in length 
and discrete letters were the main dependent features of  
Hebrew script recognition. According to the latest survey 
for Arabic recognition systems [31], the highest accuracy 
score is 99.98%, while recorded 97.15% for Hebrew [32]. In 
Farsi, Urdu, and Uyghur, the highest accuracies achieved are 
99.45%, 98.82%, and 93.94%, respectively [33]-[35].

2.1.5. Abugidas
It is a writing script primarily based on a consonant letter and 
secondary vowel notation. They are sharing with alphabetic 

systems the property of  combining characters writing styles 
within the text line. It belongs to the Brahmic family of  scripts 
which is can be expressed in two groups:
1.	 Original Brahmi script: This northern group deployed 

in Devnagari, Bangla (Bengali), Manipuri, Gurumukhi, 
Gujrati, and Oriya languages. The most recent survey 
papers for the CR systems of  this group come up with 
the highest recognition rate of  99% for Devnagari, 
99.32% for Bangla (Bengali), 98.70% for Manipuri, 
99.3% for Gurumukhi, 98.78% for Gujrati, and 96.7% 
for Oriya [36]-[38].

2.	 Derived from Brahmi: Look quite different from the 
northern group and used in:
a.	 South India: Tamil, Telugu, Kannada, and Malayalam, 

where the highest accuracy of  the mentioned 
language for recognition matter was for Tamil 
98.5%, Telugu 98.6%, Kannada 92.6%, and 
Malayalam 98.1% [39].

b.	 Southeast Asia: Thai, Lao, Burmese, Javanese, and 
Balinese, the languages of  this group have achieved 
the highest validation rate where Thai, Lao, and 
Burmese attained 92.1%, 92.41%, and 96.4% while 
Javanese and Balinese gained 97.7% and 97.53%, 
respectively [40]-[43].

2.1.6. Featural system
This form of  writing system is significantly represented by 
symbols or characters, the main language is Korean which 
is described as less complex and less dense compared to 
Chinese and Japanese, it is represented by mixing logographic 
Hanja and featural Hangul, the highest scored accuracy rate 
for Korean was 97.07% [44].

As a summarization of  all the findings in this section, Table 1 
illustrates the classifications of  the languages with the highest 
accuracy recorded so far.

2.2. Data Acquisition
The next step for the author after selecting which language 
to work on is to decide which writing style will be chosen 
for recognition, this step is considered one of  the fixed and 
essential phases in all the recognition studies and research, 
reaching this phase requires the knowledge of  how to start 
acquiring data to be fed into the recognition system, the 
answer simply starts with defining the writing style, here the 
author has two options either printed script or handwritten 
script.

After making the decision, the acquisition tools are required 
either offline tools or online. In this section, a guideline is 
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TABLE 1: Summarization of languages with their 
recent highest accuracy rate
Script 
writing 
system

Main 
language

Sub‑language Accuracy 
rate (%)

Logographic 
system

Han Chinese 99.39
Japanese (Kanji) 99.64
Korean (Hanja) 86.9

Syllabic 
system

Kanas Japanese (Hirakana) a 98.83
Japanese (Katakana) 98.19

Alphabetic 
system

Greek Greek 96
Latin Afrikaans 98.53

Catalan 91.97
Dutch 95.5
English 98.4
French 93.6
Italian 92.47
Luxembourgish (87.55±0.24)
Portuguese 83
Spanish 97.08
Vietnamese 97
German 99.7

Cyrillic Russian 83.42
Bulgarian 89.4
Ukrainian 95
Macedonian 93

Armenian Armenian 89.95
Abjads Hebrew Hebrew 97.15

Arabic Arabic 99.98
Farsi 99.45
Urdu 98.82
Uighur 93.94

Abugidas Brahmi Devnagari 99
Bangla (Bengali) 99.32
Manipuri 98.70
Gurumukhi 99.3
Gujrati 98.78
Oriya 96.7
Tamil 98.5
Telugu 98.6
Kannada 92.6
Malayalam 98.1
Thai 92.1
Lao 92.41
Burmese 96.4
Javanese 97.7
Balinese 97.53

Featural 
system

Korean Korean 97.07

proposed and could be followed to help make those decisions 
as Fig. 3 shows.

2.2.1. Printed character
Those characters are produced as a result of  the process of  
producing using inked-type tools. In recognition systems of  
any language, the printed characters usually achieve a high 
recognition rate because it is considered in regular form, 
clean, have the same style, and have similar shapes and lines, 

and that facilitates the learning operation and therefore raises 
the accuracy of  recognition in the testing phase.

2.2.2. Handwriting character
When the process of  forming letters of  any language is 
done with the hand, rather than any typing device then the 
result is handwriting characters. Most of  the authors that 
are interested in CR are employing handwriting characters 
as input to their approaches to prove the effectiveness 
and efficiency of  their systems or techniques due to the 
complexity and impenetrability that come with the variety 
of  the handwriting style and the use of  tools besides the 
differences in lines and colors not to mention the irregular 
shapes and positions.

2.2.3. Online character
These characters are obtained from digital devices with 
a touch screen with/without a keyboard involved like a 
personal digital assistant, or mobile. Where screen sensors 
receive the switching of  pushing and releasing the pen on the 
screen in addition to the pen tip movements over the screen.

2.2.4. Offline character
This kind of  character is attended when image processing 
is involved by converting an input image (from a scanner 
or a camera) of  text to character code which is aimed to be 
utilized by a text-processing application.

It is essential for the author to choose the correct combination 
of  the writing style and the writing tool, as Fig. 3 illustrates 
there are three combinations to decide among them: offline-
printed where the input of  the CR system decided to be in 
offline mode with characters taken from the printed device 
rather than the offline-handwritten which taken from a 
human-hand in offline-mode already written on paper in a 
previous time while the online-handwritten fed as input to 
CR system instantly by hand through a touchable input device 
without a keyboard.

Some recent recognition systems are illustrated in Table 2 
for several languages to show some authors’ choices for the 

Fig. 3. Overview of data acquisition.
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language, writing style, and writing tool, and how their choices 
affect the accuracy rate for each mechanism. Furthermore, 
a comprehensive survey for online and offline handwriting 
recognition can be found in Plamondon and Srihari [45].

The outcomes of  Table 2 show that most existing studies 
have focused on handwritten text, with fewer works 
attempting to classify or identify printed text. This is because 
of  the high variance in handwriting styles across people and 
the poor quality of  the handwritten text compared to printed 
text yields the fact that handwritten CR is more challenging 
than the printed one.

On the other hand, it is noticeable using offline as writing 
tool more than online ones this is due to in the online case, 
features can be extracted from both the pen trajectory and 
the resulting image, whereas in the offline case, only the image 
is available, so the offline recognition is observed as harder 
than online recognition.

2.3. Granularity Level of Documents
The third type of  classification of  character handwriting 
recognition is “Granularity Level of  Documents,” which 
describes the level of  detailed information taken as initial 
input to the defined and proposed framework. This class 
could be split into five granularity levels as shown in Fig. 4, 
from a script page full of  text to a single letter or symbol.

In the domain of  CR, if  the initial input into the OCR 
framework is not at a character level, the process of  script 
identification must proceed until it gets to a single character. 
This procedure, known as “Segmentation,” will be covered 
in the following subsection (3.5).

2.3.1. Document/page level
Document-level script is the most detailed granularity level, 
where the entire document is exposed to the script identification 
procedure at once. Following processing, the document is 
further broken down into pages, pieces of  paragraphs, text 
lines, words, and finally characters to enable the recognition 
of  the precise letter. Although some researchers discriminate 
between the script recognition process at the document and 
page levels, in general, the technical methodologies are very 
similar. Because of  this, some researchers alternately refer to 
document-level and page-level script recognition.

Finding the text region on a page is the initial step in page-
level script identification. It is possible to carry out this 
operation by separating the pages into text and non-text 
pieces [53]. Several pieces of  research can be found in the 
literature for both offline-handwritten [54] and offline-
printed [55].

After the page of  the script has been identified, the process 
of  the next level starts, which is paragraph or text block 
identification. It operates by dividing the entire page into 
equal-sized text blocks with several lines of  content. Text 
blocks can have different sizes, and padding may be necessary 
if  characters are on the edge of  a text block [56]. Is an 
example of  segmenting pages into pieces of  text blocks.

2.3.2. Paragraph level
The text block is separated into lines. The white space between 
lines is typically used for text line segmentation. Lines of  
scrip are detected and segmented to be prepared for further 
segmentation processing. Both offline-handwritten [57] and 
offline-printed [58] line detection has been the subject of  
numerous studies in the literature.

Fig. 4. Granularity level classification.

TABLE 2: Examples of recognition systems with 
different data acquisition mechanisms
Reference Language Writing 

style
Writing 
tool

Accuracy 
rate (%)

[46] Arabic Handwritten Offline 99.93
[18] English Handwritten Offline 98.4
[47] English Printed Offline 98
[48] English handwritten Online 93.0
[49] Chinese Handwritten Online 98
[50] Chinese Handwritten Offline 94.9
[13] Chinese Printed Offline 99.39
[51] Arabic Printed Offline 97.51
[52] Arabic Handwritten Online 96
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2.3.3. Text line level
A framework that gets a line of  script as initial input needs 
segmentation processes to identify each word in the text. 
Therefore, word identification is needed. Text lines are 
divided into words; usually, the white space between text 
lines is used for this purpose. Numerous literary attempts 
have been made to address the difficulties encountered in 
this process. For instance, there might be noise, twisted 
words, missing or partial letters in words, words that are 
not available as straight text lines, etc. Some examples given 
in this topic of  identifying words in a text line are [59] for 
offline-handwritten and [60] for offline-printed.

2.3.4. Word level
Character detection and segmentation are required since 
the initial input is a word. It usually works by combining 
properties from various characters to ensure the process. 
Several attempts have been made to improve accuracy 
and ensure that no character inside a word is missed. For 
instance, recently [61] used distinct strategies and achieved 
a satisfactory outcome.

2.3.5. Character level
Finally, there is no requirement for segmentation at the 
character level because the initial input into the proposed 
framework is already character. The character goes through 
preprocessing, which is followed by recognition procedures. 
In some circumstances, no preprocessing is required, as is the 
case when using a character public dataset. For instance [62], 
is an example of  working at the character level with and 
without preprocessing, respectively.

In addition, to avoid confusion between granularity levels for 
identification/detection and recognition processes, it is worth 
mentioning that from the recognition standpoint, when the 
granularity level is text line level, it means that the text line is 
already known and the detection and segmentation into words 
and characters are needed. However, from the identification/
detection point of  view, it means that the identification and 
detection of  text lines are working. Further details about 
these processes can be found in [10], [63].

2.4. Source of Collected Dataset
The essential component of  any machine learning application 
is the dataset. That leads us to discuss this important phase 
of  CR as the fourth classification named Source of  Collected 
Dataset which is broken down into two categories as Fig. 5 
illustrates:

2.4.1. Public dataset (real-world dataset)
The term “public dataset” refers to a dataset saved in the 
cloud and made open to the public. MNIST, Keras, Kaggle, 
and others are examples. Almost all of  the public datasets 
have been preprocessed, cleaned, and usually, in the case 
of  character level, reshaped to 28 × 28 pixels and saved as 
CSV files. Many authors attain to use this source to skip the 
preprocessing step and focus more on the other steps and 
easily find opponents for the comparison issue of  those who 
used the same data source with different techniques.

2.4.2. Self-constructed dataset
Is the dataset that the researchers create and prepare on their 
own depending on their techniques, it is an online or offline 
way of  collection, this source of  dataset is considered more 
challenging because the collected images are not processed 
at all in terms of  resizing, denoising, colored, etc.

For a fair comparison, this kind of  work better to be 
compared with studies that have done with a self-collected 
source of  data, not with a public one that comes clean and 
processed. Researchers should be aware of  the data to be 
collected and use the proper tools required to preprocess in 
a way that suits the technique used for recognition.

2.5. Script Recognition Process
The script recognition process (the implementable phase) 
is the fifth classification type of  alphabet handwritten 
recognition framework. In an in-depth study of  several 
research articles, including survey articles, we mainly focused 
on the phases that an OCR system needs to accomplish 
its recognition goal. Thus, we could conclude that four 
categories can be defined based on the number of  phases 
in which the whole procedure of  recognition comprises, as 
presented in Fig. 6.

In addition, commonly, script recognition is achieved by 
blending traditional image processing techniques with 

Fig. 5. Categories of collected dataset sources.
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image identification and recognition techniques. The 
recognition composition is formed from four primary 
phases, namely, Preprocessing (P), Segmentation (S), 
Feature Extraction (F), and Classification (C). The last two 
phases, Feature-Extraction and Classification, are the most 
common in the research. There is not any work without 
any of  these two phases. The next few paragraphs will 
briefly outline them.
•	 Preprocessing (P) is a sequence of  operations performed 

to intensify the input image. It is responsible for removing 
noise, resizing, thinning, contouring, transforming the 
dataset into a black-white format, edge detection, etc. 
Every single one of  them can be performed with an 
appropriate technique

•	 Segmentation (S) performs the duty of  obtaining a single 
character. The document processing follows a hierarchy; 
it starts from the whole page and ends with a single 
character. The required level of  the hierarchy is a single 
character

•	 Feature extraction (F) is a mechanism in which each 
character is turned into a feature vector using specific 
algorithms for the extraction of  the features, which is 
then fed into a classifier to determine which class it 
belongs to.

•	 The classification (C) phase is a decision-making process 
that uses the features extracted from the preceding step 
as input. And it decides what the final output is.

It is worth noticing that handwritten mathematical symbols 
and expressions recognition is out of  our research scope. 
Therefore, we do not consider the two additional phases 
(Structural Analysis and Symbol Recognition) which are 

included in such works. More details can be found in Sakshi 
and Kukreja [64].

2.5.1. PSFC
The first category of  the Script Recognition Process class 
can be called PSFC, which means all four phases have been 
utilized to achieve the goal as [65] describe.

2.5.2. PFC
The segmentation process is skipped in the second category, 
in most cases due to working on character level as initial 
input therefore no need for segmentation as presented in 
Parthiban et al. [66].

2.5.3. SFC
The third one is SFC as [67] proposal, where the preprocessing 
is missed because the entered data originally is clean and there 
is no preprocessing required.

2.5.4. FC
In the fourth and last category as illustrated in Gautam and 
Chai [68], the first two phases P and F are dismissed because 
the granularity level is letters, and the initial input data is 
originally clean. For instance, works utilizing public datasets 
such as MNIST [69] could be classified under this category.

3. EXAMPLES

This section is to illustrate some of  the CR systems and 
gives a description of  how to read their roadmap regarding 
their systems, by applying the proposed guideline, any paper 
in this field can be summarized in stages according to the 

Fig. 6. Basic components of the script recognition processes.
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author’s choices and be easier to the reader to figure out the 
main stages and for the other authors to develop any desired 
CR system.

Some examples are presented here to show how the CR 
system can be summarized according to the proposed 
guideline, and resembling a table is suggested to be created 
in such a work to provide a comprehensive view of  the 
proposed framework as a whole. It makes it easier for the 
reader to find the information they are searching for before 
going into depth. Table 3 provides two examples of  how 
to present the suggested table. In addition, the following 
examples demonstrate how the systems may be constructed 
using the component chain:
1.	 [18] English → offline-handwritten → character level 

→ self-constructed dataset → PFC
2.	 [46] Arabic → offline-handwritten → line level → public 

dataset → PSFC
3.	 [49] Chinese → online-handwritten → page level → 

public dataset → SFC
4.	 [48] English → online-handwritten → line level → public 

dataset → FC
5.	 [13] Chinese → offline-printed → character level → 

self-constructed dataset → PFC

4. CONCLUSION

CR stepped ahead as an eminent topic of  research. 
Exhaustive studies continuously presented CR of  different 
languages with various algorithms that were developed 
to increase the reliability of  these characters for accurate 
recognition. A guideline for the construction CR system has 
been proposed for the authors in this field to overcome the 
unclear presentation and expressing ideas in such a domain 
of  science. Almost all the required steps have been shown 
and demonstrated by graph and table to be used in such 
works in CR Domaine for more clarity for the authors to 
margin their scope. It is also for the readers, as well, to directly 
recognize the used technique through in-text reading and 
then move forward to the details afterward. Through reading 

this guideline, the authors will be able to order their thoughts 
and build their recognition system smoothly and effectively 
especially for the new authors in this field, as for readers after 
reading this work they will have the ability to analyze other 
research in the relative fields and extract information easily 
from other works of  interest, for the seekers of  new ideas 
or merging techniques, this guideline is suitable to help to 
determine the exact part of  recognition system to be studied 
or compared with. Saving time, effort, and thoughts orienting 
for other authors or readers was one of  the essential aims 
of  this work.
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