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1. INTRODUCTION

Many meta-heuristic search algorithms have been developed 
over the past decades and have proven useful in solving 
various optimization problems in technical fields. Such 
as genetic algorithm-simulated annealing, ant colony 
optimization, particle swarm optimization, bee algorithm, 
firefly algorithm [1], bat inspired approach (BIA) [2]. The 
main reasons metaheuristic algorithms are more popular 
among researchers than traditional optimization techniques, 
such as gradient-based techniques are algorithmic simplicity, 
ease of  implementation, and versatility of  solutions [3]. 

However, when solving some complex optimization 
problems, such as discrete structure optimization [4], 
water supply network construction [5], and vehicle routing 
problems [6]. Conventional optimization algorithms cannot 
provide reasonable and accurate solutions in a limited time.

In this article, we combine two metaheuristic algorithms, 
Harmony Search (HS) and Cuckoo Search Optimizer 
(CS), to produce a hybrid CSHS algorithm. Comparing 
eight benchmark optimization problems of  the proposed 
algorithm with standard Cuckoo Search CS, Bat Algorithm 
BA, and standard Harmony Search HS, we find that CSHS 
performs better on most benchmark optimization problems 
than other algorithms where HS is prone to local minima. To 
alleviate this drawback, CS [7] can be used to perform local 
searches more efficiently.

In the last few years, various meta-heuristic algorithms 
have been created, and these algorithms have successfully 
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settled problems related to optimization in different 
technical areas. These algorithms include genetic algorithm 
simulated annealing, particle swarm optimization, bee 
algorithm, ant colony optimization, firefly algorithm [1], 
bat inspired approach (BIA) [2]. There are a few reasons 
why metaheuristic algorithms are preferred over traditional 
optimization techniques. The metaheuristic algorithms are 
simple, and they can be easily applied. Furthermore, they 
provide comprehensive solutions that can be adapted to many 
different situations. When it comes to more complicated 
optimization problems such as vehicle routing problems, 
metaheuristic algorithms can provide reasonable solutions, 
while conventional algorithms cannot provide precise and 
logical solutions in a short time.

This article seeks to take advantage of  using both Cuckoo 
Search and HS Optimizer to create a hybrid CSHS algorithm. 
Comparing eight benchmark optimization problems of  the 
proposed algorithm with standard CS, standard BA, and 
standard HS, we find that CSHS performs better on most 
benchmark optimization problems than other algorithms 
where HS is prone to local minima. To alleviate this drawback, 
CS [7] can be used to perform local searches more efficiently.

2. METAHEURISTIC ALGORITHMS

2.1. Harmony Search (HS) Algorithm
The Harmony Search (HS) algorithm was recently introduced 
by Geem et al. It is believed to be a powerful population-based 
metaheuristic algorithm [8]. This search algorithm is influenced 
by what musicians do to achieve harmonic state through 
repeatedly adjusting their instruments’ pitch. This algorithm 
takes the advantage of  being simple as it does not need some 
information like the gradient of  the objective function.

However, the HS may have slower convergence rates than 
other optimization techniques, especially in complicated and 
high-dimensional search spaces. This can have an influence 
on both the algorithm’s performance and efficiency. Fine-
tuning factors such as harmony memory (HM) size, pitch 
adjustment rate, and bandwidth can be difficult to determine 
and may need extensive trial and error in a number of  
problem areas.

HS was originally created to solve continuous optimization 
challenges. Adapting it to address discrete or combinatorial 
optimization problems may need additional techniques or 
adjustments. Furthermore, the quality of  the initial HM can 
dramatically impact the algorithm’s effectiveness.

In this optimization process, there are 3 factors: harmonic 
memory (HM), pitch adjustment rate (PAR), and distance 
bandwidth (BW). Besides these 3 factors, the size of  the 
HM and the number of  improvisations (NI) are considered 
factors. Having been randomly generated, the primary 
population of  harmony vectors is stored in HM. Later, new 
harmony candidates are generated using all the solutions in 
the HM. This is done by the memory consideration rule, 
pitch adjustment rule, and random reinitialization. In the 
end, the new candidate harmony is compared to the worst 
harmony vectors to update the HM. If  the worst harmonic 
vector is better than the worst harmonic vector in HM, it 
is replaced by a new candidate vector. This is repeated until 
the desired criteria are achieved. Basically, the HM algorithm 
includes 3 fundamental stages: initialization, harmony vector 
improvisation, and HM update. All these stages are elaborated 
on as follows [9]:
Step1. Initialize the optimization problem and algorithm 

parameters.
Step2. Initialize the HM.
Step3. Improvise a new harmony from the HM.
Step4. Update the HM.
Step5. Repeat Steps 3 and 4 until the termination criterion is 
satisfied. Figs. 1 and 2 show the Harmony Search flowchart 
and pseudocode, respectively.

2.2. Cuckoo Search (CS)
The new metaheuristic algorithm called Cuckoo Search 
(CS) is intended to solve optimization-related problems that 
align with the cuckoo species’ distinctive parasitic behavior, 
predatory flight behavior, and fruit fly. However, CS, like 
any algorithm, has restrictions, such as requiring several 
parameters, such as the cuckoo population size, the chance 
of  egg laying, and the step size for random walks. These 
parameter choices might have an impact on the algorithm’s 
performance, thus obtaining the best values may necessitate 
some tinkering. Furthermore, balancing exploration 
and exploitation is a prevalent problem in optimization 
algorithms. The basic Cuckoo Search algorithm may not 
completely use historical data or previous iterations to steer 
the search. Improved memory and learning techniques may 
be required to improve the algorithm’s performance.

In particular, each egg in CS represents a new solution; the 
cuckoo’s flight determines its walking steps, and the objective 
is to replace an unsuccessful solution in the nest with an 
optimal and better one. That is, an egg is in every nest. The 
technique can be extended to more complicated scenarios 
in which there are numerous eggs in each nest (and thus 
numerous solutions). For instance, equation (1) below is used 
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to carry out the Levy flight when creating a new solution 
x(t+1) for Cuckoo I.

X X Lei
t

i
t vy( ) ( ) ( )� � � �1 β λ  (1)

The step size associated with the problem scales under 
examination is represented by α > 0 in equation (1) above; 

in most circumstances, α = 1 can be utilized. The product 
⊕ denotes entry-wise multiplications, whose product is 
comparable to the PSO; however, because the length of  the 
step is greater in the long run, the random walk-through Levy 
flight performs better in terms of  search step exploration. 
Equation (2) essentially depicts a random walk that is 
provided by the Levy flights:

Fig. 1. Flow chart of the harmony search algorithm.
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The above equation (2) is an infinite variance, having an 
infinite mean. Figs. 3 and 4 demonstrate the flowchart and 
the pseudocode of  Cuckoo Search.

3. PROPOSED METHOD

Efficiency has turned into an indispensable desired quality in 
today’s world. Therefore, almost all manufacturers strive to 
gain the highest efficiency possible. As a result, optimization 
is now valued and wanted more than ever. The ultimate goal 
is to seek the optimal values of  some decision variables to 
achieve the best solutions to deal with some optimization 
problems. Instead of  using the traditional method of  creating 
and initializing the population of  harmony vectors at random 
and storing them in the HM, the proposed method uses 
Cuckoo Search, which offers both local and global search to 
find the best solution. Thus, local solutions are maintained 
thanks to the harmony search algorithm’s HM and pitch 
adjustment rate. The steps that follow introduce the key steps.
Step 1: Initialize the optimization problem and algorithm 

parameters.
Step 2: Using CS to Initialize the HM.
Step 3: Improvise a new harmony from the HM.
Step 4: Update the HM.

Step 5: Repeat Steps 3 and 4 until the termination criterion 
is satisfied.

Figs. 5 and 6 show the CSHS flowchart and pseudocode.

4. EXPERIMENTAL SETUP AND RESULT

4.1. Experimental Setup
In this part, the studies that were carried out to determine and 
evaluate the performance of  the proposed hybrid harmony 
algorithm and its variations are described for several analytical 
benchmark functions. Where it is applied to 8 minimization 
and maximization standard benchmark functions [11] as 
detailed in Table 1, Dimension (n) and Range are the feasible 

Fig. 2. Pseudocode of the harmony search algorithm.

Fig. 3. Cuckoo algorithm flowchart [10].
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bound of  function, respectively. To have a balanced outcome, 
all the possible methods are used in a computer equipped 
with a Windows 10 OS, an Intel(R) Core (TM) i5-8350U CPU 
@ 1.70GHz 1.90 GHz, and Python used as a programming 
language.

1. SpShpere (n variables) (F1):

SP x xn
i

n
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�
�
1

2  (3)

2. Rastrigin’s Function (F2):
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3. Ackley’s Function (F3):
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Where:
a= 20
b = 0.2
c = 2*π
4. Rn Rosen Brock (F4):
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5. Schwefel’s function (F5)
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TABLE 1: Numerical benchmark functions
Test function Dimension (n) Range
F1 30 [−100, 100]
F2 3 [−5.12, 5.12]
F3 2 [−32.768, 32.768]
F4 10 [−30,30]
F5 2 [−500, 500]
F6 2 [−100, 100]
F7 3 [−5.12, 5.12]
F8 2 [−1.28, 1.28]

Fig. 4. Pseudocode of the Cuckoo search algorithm

TABLE 2: Summarize results for all benchmarks
Benchmark n HS CS BA CSHS
F1 30 max

min
4.8265
0.0123

78
0.0000462

8.365
0.6124

0.74979
0.66048

F2 3 max
min

1.45501
0

0
0

1.2301
0

12.0736
0.01733

F3 2 max
min

0.650521303
6.1303E-19

6.91E-01
6.50E-19

0. 521303
6.103E-15

2.6489
0.025

F4 10 max
min

−0.418 e005
−0.418 e005

−0.418 e005
−0.358 e005

−0.418 e005
−0.418 e005

−0.409 e005
−0.398 e005

F5 2 max
min

−837.965
−837.9657

−595.2761
−710.327

−887.900
−337.9657

−429.42
−837.946

F6 2 max
min

1.7147
0.2

0.0298
0.00064

1.847
0.2

0.96028
0.018245

F7 3 max
min

0.97989
0.000511

1.7147
0.2

0.93389
0.000511

1.2358
0.0099

F8 2 max
min

−0.802−1 −0.265
−0.38

−0.692
−1

−0.0002
−0.231
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6. Step Function (F6)

f x x
i

n

i� � � �
�
�
1

20 5( � . � ) . (8)

7. Generalized Restringing’s Function (F7)

f x x x
i

n

i i� � � � � � �
�
�
1

2 10 2 10[ c o s ]�  (9)

8. Quadric (F8)
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4.2. Experimental Result
The performance of  CSHS on 8 benchmark functions 
is compared to 3 other approaches called BA, CS [12], 
HS [13], [14] to verify its performance. The results of  the 

Fig. 5. CSHS flowchart.
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TABLE 8: The average of the best value on F7 benchmark function with the iterations 2000,3000,4000,5000
Function Iteration HS CS BA CSHS Time CS Time HS Time BA Time CSHS
F7 2000 0.131 0.20 0.122 0.6351 0.172 0.156 0.311 0.228

3000 0.142 0.39 0.192 0.00990 0.187 0.203 0.138 0.043
4000 0.187 0.54 0.387 0.01149 0.218 0.218 0.2106 0.39
5000 0.203 0.95 0.293 0.0526 0.25 0.219 0.205 0.468

TABLE 4: The average of the best value on F3 benchmark function with the iterations 2000,3000,4000,5000
Function Iteration HS CS BA CSHS Time CS Time HS Time BA Time CSHS
F3 2000 6.50503E-1 6.50303E-1 4.418 e005 0.67566 0.171 0.171 0.141 0.312

3000 6.51303E-19 6.3303E-1 3.418 e005 0.3746 0.187 0.218 0.188 0.39
4000 6.591303E-19 6.91303E-1 4.418 e005 0.0280 0.234 0.218 0.219 0.452
5000 6.1303E-19 6.34903E-1 6.418 e005 0.025 0.266 0.266 0.218 0.468

TABLE 6: The average of the best value on F5 benchmark function with the iterations 2000,3000,4000,5000
Function Iteration HS CS BA CSHS Time CS Time HS Time BA Time CSHS
F5 2000 −837.9657745 −595.2761 −395.761 −837.246 0.156 0.171 0.124 0.312

3000 −837.965 −684.648 −954.648 −837.842 0.187 0.172 0.188 0.375
4000 −837.965 −623.720 −603.70 −837.884 0.218 0.219 0.218 0.405
5000 −837.965 −699.914 −749.14 −837.798 0.266 0.234 0.218 0.437

TABLE 3: The average of the best value on F2 benchmark function with the iterations 2000,3000,4000,5000
Function Iteration HS CS BA CSHS Time CS Time HS Time BA Time CSHS
F2 2000 0.633 1.45501 0.161 0.8930 0.124 0.141 0.311 0.281

3000 0.786 0.00106 0.7729 0.095 0.188 0.188 0.138 0.359
4000 0.161 0 0. 143 0.261 0.218 0.219 0.2106 0.421
5000 0.775 0 0.5626 0.318 0.218 0.218 0.205 0.483

TABLE 7: The average of the best value on F6 benchmark function with the iterations 2000,3000,4000,5000
Function Iteration HS CS BA CSHS Time CS Time HS Time BA Time CSHS
F6 2000 0.20 0.0055 0.84 0.2662 0.141 0.187 0.134 0.214

3000 0.37 0.0298 0.9052 0.0692 0.156 0.188 0.103 0.172
4000 0.84 0.00064 0.75 0.9052 0.187 0.172 0.298 0.374
5000 0.75 0.00155 0.0298 0.4888 0.203 0.218 0.234 0.39

TABLE 5: The average of the best value on F4 benchmark function with the iterations 2000,3000,4000,5000
Function Iteration HS CS BA CSHS Time CS Time HS Time BA Time CSHS
F4 2000 −0.418 e005 −0.411 e005 −0.413 e005 −0.412 e005 0.156 0.071 0.155 0.112

3000 −0.418 e005 −0.362 e005 −0.315 e005 −0.415 e005 0.171 0.203 0.218 0.359
4000 −0.418 e005 −0.362 e005 −0.417 e005 −0.415 e005 0.171 0.203 0.218 0.359
5000 −0.418 e005 −0.362 e005 −0.615 e005 −0.415 e005 0.249 0.218 0.266 0.421

TABLE 9: The average of the best value on F8 benchmark function with the iterations 2000,3000,4000,5000
Function Iteration HS CS BA CSHS Time CS Time HS Time BA Time CSHS
F8 2000 −1 −0.299 −0.262 −0.153 0.0452 0.03355 0.228 0.078

3000 −1 −0.362 −0.310 −0.231 0.06865 0.0484 0.033 0.1162
4000 −0.802 −0.340 −0.680 −0.0002 0.0905 0.0655 0.039 0.1498
5000 −0.802 −0.380 −0.802 −0.0003 0.11235 0.07955 0.468 0.18565
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TABLE 10: The average of the best value on F1 benchmark function with the iterations 2000,3000,4000,5000
Function Iteration HS CS BA CSHS Time CS Time HS Time BA Time CSHS
F1 2000 3.727 0.87 0.5626 0.71727 0.11 0.078 0.1638 0.56005

3000 0.5626 008 0.29 0.69163 0.1638 0.11465 0.2106 0.8502
4000 2.9317 0.29 0.69143 0.68829 0.2106 0.1529 0.0708 1.0975
5000 1.3834 078 0.5626 0.69143 0.26205 0.1903 0.31465 1.40325

Fig. 6. Pseudocode of the HSCS algorithm.

benchmark functions used in this experiment are illustrated 
in Table 2. Here, n shows the function dimension and min 
and max represent minimum value and maximum value, 
respectively.

This research considers the time component in addition to 
all the information displayed in Tables 2-10, where different 

Fig. 10. The Performance of HS, CS, BA, HSCS on test function F8.

Fig. 7. The Performance of HS, CS, BA, HSCS on test function F1.

Fig. 9. The Performance of HS, CS, BA, HSCS on test function F5.

Fig. 8. The Performance of HS, CS, BA, HSCS on test function F2.
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numbers of  iterations have been applied to the optimization 
methods.

In addition, the most representative convergence curves are 
provided (Figs. 7-10). The values in the figures represent the 
average functional optimum, with being the true value. From 
Fig. 7, we can see that HSCS is better at finding solutions than 
any other method, especially in F1, F2, F5, and F8.

5. CONCLUSION

The CSHS algorithm outperformed the other three classical 
optimization algorithms, CS, BA, and HS, in terms of  
obtaining the best value or minimum values in the majority 
of  the benchmark functions, as can be seen from the tables 
above and Table 2’s results. This is because the proposed 
algorithm completed local searches more quickly than the 
other two classical algorithms. The primary advantage of  
Cuckoo Search is that it requires relatively few parameters 
– just one, the probability function – and the population 
size. In comparison to other metaheuristic algorithms, this 
makes the Cuckoo search algorithm highly straightforward 
and efficient. It enhances the process by merging HS and CS.
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