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1. INTRODUCTION

As technology has become a part of  human’s life for decades, 
the study of  the relationship between humans and computing 
technology in so-called human-computer interaction (HCI) 
is essential to serve the human’s needs [1]. While many 
developed countries gradually step into population aging, 
many researches on elderly people have been conducted, 
especially about the interaction with computers for 

seniors [2]. The number of  disabled people is also rising due 
to wars [3]. Therefore, it is really imperative to consider how 
computing technology will be able to meet the needs of  these 
important users. Moreover, with the widespread popularity 
of  computing technology in modern society, information 
technology becomes continuously incorporated into the daily 
lives of  people [2], [4]. Nowadays, the use of  technology such 
as computers in health care is significantly developing and 
growing, becoming an essential part of  clinical services [5].

With the development of  ubiquitous computing technology, 
end-user interaction approaches with traditional mouse 
and keyboard and electronic pen are not sufficient [6]. 
Therefore, we have to think about other ways to interact or 
communicate with computing technologies, especially for 
these two types of  users (elderly and disabled) who may not 
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be able to communicate with technologies normally due to 
several body problems that limit their movements. There are 
several gestures that can be used to interact with technologies, 
such as head, face, hand, and finger movements [4], [5]. 
These gestures might be used in various fields, namely 
health care [7], speaking, listening [8], gaming [9], and many 
others. In this research paper, hand gesture is chosen instead 
of  sign language to make a communication between these 
two types of  users and computing technologies since it has 
the advantages of  simplicity, requiring less learning time, and 
it can be attractive and make applications more accessible [1]. 
However, sign language is more complex for elderly and 
disabled patients because it requires knowledge and more 
training to learn.

The World Wide Web Consortium (W3C) standardized 
provenance (PROV) data model defines data provenance as 
a technique that describes the origin and history of  data [10]. 
Data provenance has been successfully employed in a variety 
of  applications, including description of  patient’s historical 
information [11]. The primary role of  data provenance 
is to connect pieces of  data with the processes that have 
made the data and to document how data are transformed 
during their life cycle [12]. This paper used provenance 
graphs to represent relationships between symptoms 
and related diseases, and also to record patients’ history 
information, because according to Asan and Montague [7] 
and Shickel et al. [13], recording health information provides 
a great potential that can be used to improve the quality of  
care. In addition, in health-care data setting, provenance is 
able to deliver audibility and transparency and accomplish 
trust in software systems [11]. Machine learning classification 
algorithms are currently well appropriate for analyzing 
medical data. Furthermore, there is a lot of  work done in 
medical diagnosis for specific diagnostic problems [14].

In this paper, we propose a system that is capable of  predicting 
pre-diagnosis of  potential diseases based on data provenance 
with machine learning algorithms. The main idea is to help 
clinicians in Kurdistan Region of  Iraq (KRI) to monitor and 
take care of  elderly and disabled patients. In particular, this 
model is helpful for physicians to make better, faster, and more 
accurate decisions about patients’ health conditions. The pre-
diagnosis process is conducted using a series of  symptoms 
provided by the user using a set of  hand gestures. Each hand 
gesture is associated with a symptom. Different patterns of  
hand gestures are captured and processed by an HCI sub-
module. The hand gestures, the time of  their occurrence, 
and their relationships with the patient and the diseases are 
stored as provenance graphs. Network metrics are extracted 

from these provenance graphs as aggregate information. 
This information is fed to a prediction model that uses three 
supervised machine learning algorithms, namely, decision tree 
classifier (DTC), K-nearest neighbor (KNN), and support 
vector machine (SVM). The highest accuracy rate is produced 
by the DTC algorithm with approximately 84.5%, which is 
higher than the results of  prior studies that are discussed in 
experimental results section.

The rest of  the paper is organized as follows: The related work 
on designing medical applications based on data provenance 
with machine learning, and diagnosis diseases are reviewed 
in section 2. Section 3 provides a theoretical background 
which gives an explanation for the conceptual view of  data 
provenance, and introduction for different types of  machine 
learning algorithms. In Section 4, the study method for the 
proposed work is illustrated by providing the recognition 
of  hand gestures, representing provenance graphs, and 
examining machine learning algorithms. Constructing the 
dataset of  the system and building a predictive model are 
discussed in Section 5. Experimental results are discussed in 
Section 6. Finally, in Section 7, the conclusions and directions 
for future work are presented.

2. THEORETICAL BACKGROUND

In this section, provenance and several types of  supervised 
machine learning algorithms are explained.

2.1. Conceptual View of Data Provenance
Data provenance is the technique that illustrates what 
influenced the generation of  an object that would be physical, 
digital, or conceptual [11]. It has become a very significant 
topic in many scientific communities since it displays the 
data movement in systems [15], [16]. Furthermore, given 
information about the place data originated from, how they 
come in their present states, and who or what acted on them 
helps users to establish trust in the data. Provenance can show 
resources and relations that have affected the construction of  
the output data and are commonly expressed as directed graphs 
(digraphs) [17]. The primary aim of  the W3C standardized 
provenance is to enable the extensive publication and exchange 
of  provenance over the web [18]. The provenance data model 
is subject to a set of  constraints and inference rules [19], which 
are useful in validating the provenance information [20] and 
are essential for preserving graphs integrity when converting 
provenance graphs [21], [22]. To establish trust of  data, these 
properties must be maintained when capturing provenance 
information and constructing provenance graphs [23].
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The graph-based model is built on three main concepts, 
namely, entity, activity, and agent. Entity can be defined as 
real or imaginary, or any kind of  things, physical, or digital. 
Activity is a procedure that happens over a period of  time and 
may affect the state of  entities and generate new ones. The 
agent is something that takes some form of  responsibility for 
an activity, or for another agent’s process. The relationships 
that normally occur between entities, agents, and activities can 
be described by the means of  the graph, as shown in Fig. 1.

Fig. 1 represents the core provenance data model components. 
Each activity can start and finish at a particular time; these 
processes are described using two relations: prov: startedAtTime 
and prov: endedAtTime. In addition, during activities lifetime, 
they can use and generate a variety of  entities, which are 
presented with prov: used and prov: wasGeneratedBy, respectively. 
To provide some dependency information, an activity 
prov: wasInformedBy another activity without providing 
activities’ start and end times. prov: wasDerivedFrom relation can 
be used to form a transformation from one entity to another. 
In addition, agents have responsibilities for any activity and 
entity within provenance which is described using relations: 
prov: wasAssociatedWith and prov: wasAttributedTo, respectively. 
Finally, agents can be responsible for other agents’ actions 
which express as the influencing agent prov: actedOnBehalfOf 
another.

2.2. Machine Learning Algorithms
Machine learning algorithms are a group of  algorithms 
or processes that help a model to adapt to the data [24]. 
Furthermore, machine learning algorithms usually specify 
the way the data are transferred from input to output, and 
how the model learns the appropriate mapping from input to 
output. The following are three types of  supervised machine 
learning algorithms that are introduced.

2.2.1. DTC
It is a supervised learning algorithm that is typically applied 
for classification problems. DTC breaks down data into 
small subsets at the same time, a related decision tree will be 
incrementally developed [24].

2.2.2. KNN
It is a simple algorithm that stores all accessible cases and groups 
new cases by a majority vote of  its “K” neighbors [25], [26]. 
The case being allocated to the class is the most common 
among its KNN measured by distance functions, which 
would be “Manhattan,” “Euclidean,” “Minkowski,” and 
“Hamming Distance” [25].

2.2.3. SVM
SVMs are well-known supervised classification algorithms 
that separate various groups of  data [27], [28]. These 
vectors are grouped by optimizing a specific line so that the 
neighboring point in each group will be the farthest away 
from each other. SVM can be used for both regression and 
classification problems [29], [30].

3. RELATED WORK

Huynh et al. [12] proposed a number of  network metrics 
for provenance information, and then they applied machine 
learning techniques over metrics to build predictive models 
for several key properties of  the data. They adopted the 
provenance data model in their analytics. They discovered 
22 metrics as features that were presented as a generic 
and principled data analytics method for analyzing data 
provenance graphs. Then, they used this method through the 
DTC technique to construct predictive models based on the 
provenance information. Moreover, they applied this method 
on the real-world data from three different applications, which, 
respectively, conducts the owner’s identification of  provenance 
documents, evaluates the quality of  crowdsourced data, and 
describes the instructions from chat messages in an alternate 
reality game.

Choudhury and Gupta [14] presented diabetes disease 
detection through applying five supervised machine 
learning techniques. The dataset contains a total number of  
768 samples and 9 attributes. There are two types of  classes 
in their study, which are: Positive class (shows the person 
is diabetic) and negative class (indicates the person is not 
diabetic). In addition, their study presents a comprehensive 
comparative study on several machine learning algorithms 
based on a number of  parameters, such as accuracy, recall, 

Fig. 1. Core provenance data provenance [16] (Relationships 
between entity, agent, and activity).
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precision, and specificity. Eventually, they found that the 
Logistic Regression algorithm provides the best accuracy 
result to classify the diabetic and non-diabetic samples.

Enriko [31] performed a comparative study of  heart disease 
diagnosis systems using ten data mining classification 
algorithms, such as DTC, SVM, KNN, Naive Bayes, and 
Logistic Regression. Medical record data are gathered from 
a cardiovascular hospital. Based on several parameters that 
were taken from patients, including blood pressure, chest 
pain, shortness-of-breath, palpitation, and cold sweat, 
machine learning algorithms are used to analyze a sample of  
cardiovascular patients’ data and predict the heart disease type 
they may suffer. After applying the algorithms, they stated 
that the KNN algorithm provides attractive results since it 
is always one of  the top three algorithms for accuracy and 
performance.

The diagnosis of  liver disease at the primary stage is essential 
for better treatment. However, it will be very difficult task 
for doctors if  the symptoms become apparent when it is 
too late. To overcome this issue, Lavanya et al. [32] proposed 
a method that can be used for diagnosing liver diseases in 
patients using machine learning algorithms. The techniques 
were used include SVM, Ada Boost, DTC, and Naive Bayes. 
Furthermore, the major objective of  their work is to use 
different classification algorithms to identify patients who 
have liver disease or not. They used a multivariate dataset that 
contains ten variables, namely, age, gender, total Bilirubin, and 
direct Bilirubin which are information about participants. All 
values are real integers. It contains records of  liver patients up 
to 416 and non-liver patient records of  up to 167. According 
to their results, the Ada Boost technique resulted highest 
accuracy of  75.6%.

Diabetes is a set of  diseases in which the human body cannot 
control the level of  sugar in the blood. Alaoui et al. [33] 
proposed a system to classify female patients into two groups: 
Having diabetes or not. They used a dataset that is related to 
diabetes in women of  21 years or older. The major aim of  this 

paper is to make a comparative study between four machine 
learning classification algorithms, namely, Naive Bayes, 
Neural Network, SVM, and DTC, to select the best algorithm 
that classifies patients more accurately. They also used two 
different types of  data mining tools: Weka and Oranges to run 
the selected algorithms [34]. They have made a comparison 
between selected classification algorithms. According to the 
accuracy results that they gained, SVM has the highest accuracy 
result, so they use it to classify the above two groups.

The above prior studies are the most related to the 
proposed system and also the results of  some of  them are 
compared with the results of  the proposed system in section 
experimental result.

4. THE PROPOSED SYSTEM

In this section, our proposed method for pre-diagnosing 
diseases is discussed in detail. Patients can interact 
with the system using non-verbal communication to 
understand the patient’s situation through five hand 
gestures. Each gesture represents a specific type of  
symptom, as shown in Fig. 2.
• One-finger hand gesture: It shows that the patient has 

a headache symptom.
• Two-finger hand gesture: This hand sign indicates that 

the patient has a shortness of  breath problem.
• Three-finger hand gesture: It shows that the patient has 

a chest pain symptom.
• Four-finger hand gesture: Four-Finger hand sign 

represents that the patient has a vomiting issue.
• Five-finger hand gesture: Abdominal symptom 

represented through the five-finger gesture.

The steps of  the proposed system are summarized in Fig. 3. 
The system performs various processes to identify the disease 
that the patient suffers from. The steps are as follows:
1. Reading, detecting, and recognizing hand gestures.
2. Relating each gesture to the symptom that it represents.

Fig. 2. Sign language digits dataset from 1 to 5 hand signs.
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3. Constructing a provenance graph that represents the 
relationships among patients, symptoms, and diseases.

4. Extracting various network metrics from the provenance 
graph.

5. Using a variety of  machine learning techniques to build 
a predictive model based on the network metrics.

4.1. Detecting and Recognizing Hand Gesture
The hand gesture recognition process is divided into three major 
steps, namely, pre-processing (Detection), processing (Feature 
Extraction), and post-processing (Recognition) [1], [35]. Each 
step works on the result of  the previous step.

In the pre-processing detection step, several image filters, such 
as Gaussian blur, erosion, and threshold are implemented to 
detect the hand region of  the images by converting the skin 
color of  the hand to white and the rest of  the image to black. 
Fig. 4 illustrates the results of  the pre-processing step.

Feature extraction is implemented by the convexity 
defect technique on the images, which is initiated through 
discovering the contour of  the hand. Then, the convex hull 
process is applied to describe the shape of  the hand as a 
polygon, as shown in Fig. 5. After that, we find the variance 
between the contour and convex hull which defines as 

Fig. 3. Block diagram of the proposed system.
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convexity defect to find the number of  defects of  the hand 
gestures. As a result, these features are stored to be used in 
the last process to recognize hand gestures.

In the post-processing step, the numbers of  defects that can 
be used to find the angle between two fingers are found. 
Furthermore, the parameter counter of  the angle is calculated 
when the value of  the angle is equal to or smaller than 90o, and 
the counter value is incremented until it reaches the maximum 
number of  defects for one hand, which is four. The counter 
should be incremented by one for each gesture, since when 

the counter equals to zero, it means that the gesture has one 
finger, and it is true for all the other gestures.

4.2. Constructing Provenance Graphs Based on Different 
Types of Symptoms
4.2.1. Identification of symptoms and related 
diseases
A symptom, or side effect, is any illness, or mental change that 
is caused by a particular disease [36]. Health care experts use 
symptoms as clues that could help to analyze diseases. In this 
research work, we focus on five different types of  symptoms: 
Headache, shortness of  breath, chest pain, vomiting, and 
abdominal pain. Each symptom may relate to several diseases, 
as illustrated in Table 1 (all these data have been gathered 
by face-to-face interviews with three health care experts at 
different hospitals in KRI). A disease can cause more than 
one symptom, for example, anemia can cause headache and 
shortness of  breath. Furthermore, two or more diseases may 
share the same symptoms, for instance, each of  migraine, 
hypertension, and anemia can cause headache.

4.2.2. Constructing Provenance Graphs
The third step is the process of  constructing a provenance 
graph from the symptoms. The system uses different 
provenance graphs for various symptoms; therefore, each 
symptom has a specific provenance graph that is different 
from the others. The provenance graph shown in Fig. 6 
presents the headache symptom that is represented by 
one-finger gesture. When these symptoms occur, their 
provenance graphs will be merged into one single graph, 
which will be used for computing the network metrics.

On the one hand, it is possible for a user to enter the same 
hand gesture, which represents a specific symptom, many 
times repeatedly. On the other hand, there is possibility to 
have two or more different symptoms over a specific period 
of  time. In the constructed provenance graph, symptoms 
are represented as activity nodes connected to entity nodes 
that represent the diseases. The patient who records the 
symptoms is represented as an agent node. The provenance 
graph shown in Fig. 7 illustrates a situation when a patient (the 
agent node Patient: Ali) suffered from symptoms represented 

TABLE 1: Relationships between symptoms and diseases
Symptom Disease
Headache Migraine Hypertension Anemia
Shortness of breath Asthma Myocardial infarction (MI) Anemia
Chest pain Pneumonia Asthma Myocardial infarction (MI)
Vomiting Gastric ulcer Migraine Gastric
Abdominal pain Gastric ulcer Rental Stone

Fig. 5. Handshape with contour and convex defect.

Fig. 4. The results of the pre-processing step. (a) Captured image 
from original to binary image, (b) applying several types of filtering 

on the binary image.

a

b
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by the activity nodes ID: Headache0, ID 1:Vomiting0, and ID 
1:Vomiting1. The start and end time of  each activity node 
represents the period of  time that each symptom lasts. Each 
symptom may affect or be affected by some diseases, which 
are depicted as the entity nodes s1:Migraine, s2:Hypertension, 
s3:Anemia, s7:Gastritis, and s8:Gastric Ulcer.

4.3. Provenance Network Metrics
Provenance network analytics is a novel data analytics 
approach, which can assist inferring properties of  data, 
such as importance or quality, from their provenance Huynh 
et al. [12] and Roper et al. [15]. In the proposed system, several 
metrics are calculated by applying the equations that are 

presented below. These metrics are helpful in analyzing the 
patients’ data and identifying patient disease.

The following equations are the metrics that are used in this 
research work:
• Time-duration (TD): It is the amount of  elapsed time 

between the start and end of  each similar symptom.
 TD = EndStateTime – StartStateTime (1)

In Fig. 7, there are two different types of  symptoms: 
Headache and Vomiting. Using the start and end time of  
each symptom, the time durations (in minutes) of  these two 
symptoms are:

Fig. 6. Provenance graph for headache symptoms with its diseases.

Fig. 7. Provenance graph for two types of symptoms with their diseases at specific duration time.
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TDHeadache = (2:10:31) - (1:51:12) = 0:19:19 = 19 min

TDVomiting = (3:22:42) - (2:10:31) = 1:12:11 = 72 min.

These indicate that the headache and vomiting symptoms 
lasted for 19 and 72 min, respectively.
• Similar symptom count (SSC): It is a number of  similar 

symptoms (Hand Gestures) over a specific period of  
time.

So, SSCHeadache = 1, and SSCVomiting = 2 from 01:51:12 to 
3:22:42.

• Symptom average time (SAT): It depends on the duration 
time and the number of  similar symptoms. It represents 
the average time of  the same gesture over a period of  
time and can be found using the following equation:

  SAT = TD/SSC (2)

Therefore,
SATHeadache = 19/1 = 19 min
SATVomiting = 72/2 = 36 min.

If  a symptom does not exist in the provenance graph, then 
its SAT = 0.

• Total average time (TAT): It is the total of  the average 
times of  all the symptoms and it can be found using the 
equation below:

  

5

1
k

k

TAT SAT
=

=∑  (3)

Where each symptom is represented by a number k from 1 
to 5, and SATk is the average time of  the kth symptom. In 
our example TAT = 19 + 36 = 55 min.

• Symptom percentage (SP): It is a ratio of  the average time 
of  a specific symptom (SAT) to the TAT. The system 
uses the TAT to find the percentage of  each symptom 
using the following equation:

  SP = (SAT/TAT) * 100 (4)

Therefore,
SPHeadache = (19/55) * 100 = 34.5%
SPVomiting = (36/55) * 100 = 65.5%.

We compare these ratios that have been extracted from the 
provenance graph for each disease to other ratios, refer to as 
disease ratio, that have been gathered from three experienced 
physicians of  two local hospitals in KRI. Table 2 presents 
the value of  disease ratio for each disease with its symptoms.
• Percentage diseases ratio (PDR): It is a percentage of  

each disease, which has been taken from the percentage 
of  the symptoms (SP) and disease ratios. We calculate it 
by the following equation:

 PDR = (SP ∗ Disease ratio)/100 (5)

If  a symptom is not related to a disease, then the percentage 
is zero. According to disease ratios are shown in Table 2, we 
find the PDR of  all diseases that are related to the symptoms 
in the provenance graph of  Fig. 7:

Headache symptom:
PDRMigraine = (34.5 * 60)/100 = 20.7%

PDRHypertension = (34.5 * 30)/100 = 10.35%
PDRAnemia = (34.5 * 10)/100 = 3.45%

Vomiting symptom:
PDRGastric Ulcer = (65.5 * 35)/100 = 22.925%
PDRMigraine = (65.5 * 15)/100 = 9.825% ⇒ 

(9.825 + 20.7 = 30.525%)
PDRGastric = (65.5 * 50)/100 = 32.75%

These diagnosis results show that the patient probably has 
Gastric disease due to the highest ratio.

5. BUILDING DATASET OF THE PROPOSED SYSTEM 
AND PREDICTIVE PRE-DIAGNOSTIC MODEL

In this research, Sign-Language-Digits-Dataset1 [37], [38], [39] 
that contains ten different types of  gestures is used. From 
that dataset, we use only five types of  gestures (Fig. 2) to build 

1  Sign-Language-Digits-Dataset is prepared by group of  students who 
studied at Turkey Ankara Ayranc Anadolu High Schools in 2002.

TABLE 2: Symptoms with the value of disease ratios for each disease
Symptom Disease

Disease ratio (%) Disease ratio (%) Disease ratio (%)
Headache Migraine (60) Hypertension (30) Anemia (10)
Shortness of breath Asthma (50) Myocardial infraction (MI) (30) Anemia (20)
Chest pain Pneumonia (40) Asthma (20) Myocardial infraction (MI) (40)
Vomiting Gastric ulcer (35) Migraine (15) Gastric (50)
Abdominal pain Gastric ulcer (60) Rental stone (40)
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our dataset of  metrics that are used as input to the machine 
learning algorithms. After recognizing the gestures, the 
system computes several network metrics about the diseases 
based on the symptoms, as discussed in the previous section. 
The dataset contains exactly 1123 records; then they divided 
into 15 fields which includes information on the patients’ 
IDs and symptoms, network metrics, and types of  diseases 
which patients suffer during a period of  time, as shown in 
Table 3. We divided our dataset into two.csv files: training 
and test. The training file contains exactly 914 records, and 
it is used to build a predictive model that recognizes diseases. 
The test file, on the other hand, includes 209 records that are 
used to test the model.

In the last step of  the proposed system, we choose three 
different supervised machine learning techniques to train 
our model [24], [25], which are used for both classification 
and regression problems [40]. We apply them in terms of  
classification problem since our data are split based on 
different conditions, the results of  these algorithms are better 
for the proposed system compare the others, and according 
to previous studies these algorithms are applied in terms of  
diagnosis disease.

5.1. DTC
In our system, DTC builds a classification model that 
can be used to diagnose diseases. Data are classified into 
feature variables, which are the network metrics, and target 
variables that contain different types of  symptoms. To 
create the predictive model, the system applies DTC in this 
specialization where criterion technique is entropy, which 
controls how DTC decides to split the data, and further it 
actually affects how DTC draws its boundaries. Furthermore, 
the tree max depth is five on the training data. The reason why 
we choose five for the maximum tree depth is that almost leaf  
nodes are obtained at Level 5. Besides, if  the maximum tree 
depth is smaller or greater than five, the accuracy decreased. 
Next, the test .csv file is applied to the model to find the 
accuracy of  the system. The visualization of  the DTC in our 
system is depicted in Fig. 8.

Fig. 8 Illustrates the entire structure of  the DTC. All the 
nodes, except for the terminal (leaf) nodes, contain four parts:
1. Questions asked about the data based on the value of  a 

feature; the answer to each question is either true or false.
2. Average weighted entropy represents the impurity of  

a node and it should be decreased as we move down 
the tree.

Fig. 8. Visualizing decision tree classifier for the .csv file of our training dataset with tree max depth = 5.
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3. Samples are the number of  observations in a node.
4. Values are the number of  samples for each node.

We have four network metrics, namely, TD, SSC, SAT, and 
SP as feature variables and the symptoms as target variables; 
therefore, the data contains five samples for each node. 
Furthermore, the leaf  nodes do not have a question, since 
they represent the last predictions that are made.

In addition, cross-validation is an important technique, which 
allows us to use our data better Breiman [40]. The primary 
goal of  the cross-validation is to evaluate how the results 
of  a model will generalize to an autonomous dataset and to 
limit problems such as overfitting and underfitting [12]. In 
our system, simple K-folds strategy is applied to split data 
into K number of  splits, which are called Folds. K-Folds are 
only applied on DTC, which splits the training data into K 
parts, as shown in Fig. 9.

5.2. KNN
In this paper, we used Euclidean distance, and it should 
be noted that the Euclidean distance measures are only 
acceptable for continuous variables [41], as the data in this 
project’s dataset. To calculate Euclidean distance, the below 
formula is used.

 
( )2

1

Euclidean distance(d(x,  y ))    
k

i i
i

x y
=

= −∑
 (6)

Where xi and yi are the variables of  vectors x and y, 
respectively, in the two-dimensional vector space.

The reason of  choosing Euclidean distance to calculate 
the distance between two data points is that the type of  
the data of  this project is continuous data, and according 
to Kumar [29] and Huang et al. [41] it is one of  the fastest 
methods to find the distance between two points. The 
value of  K is crucial; therefore, a large value provides more 
precision since it reduces the noise, even though there is 
no guarantee. In our system, the prediction model gets 
better results for pre-diagnosing diseases with K = 3, as 
shown in Fig. 10.

5.3. SVM
In this study, multiclass SVM is applied to both training 
and test datasets to build a predictive model that is used to 
analyze the symptoms and diagnose diseases. Thus, SVM 
algorithm is applied on training data to create a model that 
allocates all linear samples into five different categories. 
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Then, new samples in the test data are assigned to a category 
that is already classified, and it is predicted. Fig. 11 depicts 
the visualization of  SVM for the training and test data. The 
instances of  five train classes and test classes are marked with 
red, green, blue, black, and yellow, and various shapes that 
represent different types of  symptoms. As it can be seen, the 
SVM visualization of  the training data contains more data 
than the SVM visualization of  the test data, since the overall 
data are divided such that the part used for training represents 
75%, and the part used for testing is 25%.

6. EXPERIMENTAL RESULTS

The system is trained using five types of  gestures. Each 
gesture represents one type of  symptom, as shown in Fig. 2. 
These gestures are read directly from the Sign-Language-
Digits-Dataset. The training part uses three different machine 
learning algorithms: DTC, KNN, and SVM.

Network metrics are computed by applying the mathematical 
equations that are presented in section 5.3, and then they are 
stored in .sv files. Hence, after training the model, different  .csv 
files are used to test the predicted model since the test file 
is different from the training file, but they contain the same 
network metrics. The reason why the test data have been 
separated from the training data is that the predicted model 
that has been built by the training data did not see the test data. 
Therefore, according to Dobbin and Simon [42] and Shafique 
and Hato [43], the result of  the machine learning algorithms 
would be more accurate, reliable, and trustworthy, because 
they have been tested on new data for the prediction model.

We conducted our experiments using the above-mentioned 
three machine learning techniques. In addition, there must 
be measurements for the accuracy of  the reorganization 
performance of  the proposed system. One of  the most 
valuable measurement units is the confusion matrix that 
can be used for recognizing the number of  correctly and 
incorrectly classified instances [44]. The following are the 
main components of  the confusion matrix, and the system 
uses them to classify the number of  correct and incorrect 
symptoms.
• True positive (TP) – Is the classification of  an instance with 

positive class value as a positive case, which means there 
is a type of  symptom and the system predicts correctly.

• False negative (FN) – Is the classification of  an instance 
with positive class value as a negative case, which means 
there is not any symptom and the system does not predict 
as well.

• False positive (FP) – Is the classification of  an instance 
with negative class value as a positive case, which means 
there is not any symptom and the system is predicting.

• True negative (TN) – Is the classification of  an instance 
with negative class value as a negative case, which means 
there is a symptom, but the system does not predict.

Fig. 9. Cross-validation technique with 10 K-folds.

Fig. 10. K values with their accuracy results using K-nearest 
neighbor algorithm.
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To achieve the most accurate results with the highest 
performance, the values of  TP and FN must be increasing, 
and the values of  FP and TN must be decreasing. As a result, 
the proposed system tries to increase the number of  TP and 
FN to obtain accurate values. The equation below is used 
to find the accuracy using the confusion matrix for all three 
different types of  machine learning techniques.

 (TP/(TP + FN)) * 100 (7)

Fig. 12 shows the experimental results in the form of  a 
confusion matrix. It represents all possibilities of  the four 
main components of  the confusion matrix with symptoms.

The confusion matrix illustrates how many types of  symptoms 
are correctly classified against misclassified ones. Consequently, 
the system uses a classification report to check the quality 
of  the predictions of  the classification algorithm. A simple 
example of  a classification report is shown in Table 4.

The report explains the major classification metrics, which 
are precision, recall, F1-score, and support computed from 
the test dataset. These metrics are defined depending on 
the four confusion matrix components, which are: TP, TN, 

Fig. 12. Confusion matrix results for all types of symptoms.

Fig. 13. Accuracy results of all types of machine learning algorithms.

TABLE 4: Confusion matrix classification report
Symptom Precision Recall F1-score Support
Abdominal 
pain

0.50 0.25 0.33 8

Chest pain 0.82 1.00 0.90 14
Headache 0.92 1.00 0.96 11
Shortness 
of breath

1.00 0.89 0.94 9

Vomiting 0.50 0.55 0.52 11

Fig. 11. Visualization of the support vector machine (SVM) for the .csv files of the training and test datasets. (a) Visualizing SVM for training 
data (b) visualizing SVM for testing data.

a b
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FP, and FN. From this confusion matrix, we have calculated 
accuracy for DTC, KNN, and SVM techniques. The accuracy 
percentages of  DTC with and without using cross-validation 
are 84.464% and 77.358%, respectively. For KNN, the 
accuracy is 75.472%, and for SVM, it is 79.245%, as shown 
in Fig. 13. Out of  the three techniques the DTC with cross-
validation provides the best accuracy.

The accuracy of  the results recorded by the proposed system 
is compared with four prior studies, which were reviewed 
in section related works. According to these comparisons, 
our accuracy results are higher than the previous results, as 
presented in Table 5. The reason for this improvement is 
the usage of  data provenance since it helps the system to 
record patient’s information in timely fashion and records 
the relations between entities, activities, and agents that 
would aid the system to make better decisions. Moreover, 
data provenance simplifies the complexity of  huge datasets 
because of  graph representation. Therefore, the novelty 
of  our research is applying data provenance with machine 
learning algorithms to diagnose a disease.

7. CONCLUSIONS AND FUTURE WORK

Innovative HCI technologies, like gesture recognition, have 
a great potential for providing and improving the usability 
and accessibility in interactive systems for aging or disabled 
people. Moreover, electronic health record systems may 
incorporate a great deal of  useful information about the 
history of  patients’ health conditions, which can be shared 
with clinicians as pre-diagnostic systems.

In this paper, a system is built to pre-diagnose diseases. It 
starts with the process of  hand gesture recognition. Patients 
use hand gestures to interact with the system. Each gesture 
represents a symptom. After that, we determine the relations 
among symptoms and diseases, since symptoms could 
influence or be influenced by diseases. The symptoms and 
their relation to various diseases are recorded and stored as 
provenance graphs. However, our system does not suggest 
any examination or test for the patients or recommend any 
medications, rather it decides on which diseases are related to 
the symptoms by providing percentages that show the mutual 

TABLE 5: Comparison between the accuracy of the proposed system with the accuracy of the prior 
studies
S. No. Authors Data provenance Machine learning algorithms Accuracy results (%)
1. Choudhury and Gupta (2019), [14] NO Logistic regression 77.61

Naive Bayes 76.64

SVM 75.68

KNN 75.10

DTC 67.57

2. Enriko (2019), [31] NO Random forest 78.0

KNN 71.6

MLP 63.8

Naive Bayes 50.4

SVM 45.1

3. Lavanya et al. (2019), [32] NO Ada boost 65.50 

SVM 62.93

DTC 57.75
4. Alaoui et al. (2019), [33] NO Neural network 76.73

SVM 75.43

Naive Bayes 74.23

DTC 69.83

5. Our research YES DTC 84.463
SVM 79.243
KNN 75.473

KNN: K‑nearest neighbor, DTC: Decision tree classifier, SVM: Support vector machine
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effects between symptoms and diseases. This information 
can help clinicians make successful decisions in three main 
terms: Effectiveness-in terms of  selecting the least number of  
correct actions required per view, safety-in term of  decreasing 
the number of  incorrect actions, and productiveness-in 
term of  implementing the tasks successfully and efficiently 
in less time.

Several case studies can be conducted in the future. We will 
build hand gesture recognition in a timely fashion to improve 
patient care in real-time, rather than simply recording past 
events. This will assist physicians to achieve tasks more 
efficiently and productively. In addition, our system uses 
provenance graphs to represent patients’ health situations and 
comprehending provenance information would be a challenge 
to someone who is not an expert in computing technologies. 
Therefore, it is crucial to convert provenance graphs to textual 
explanations that could help clinicians to better understand the 
patient’s situation and make more accurate decisions.
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