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Introduction 

UHD Journal of Science and Technology (UHDJST) is a semi-annual journal published by the 

University of Human Development, Sulaymaniyah, Kurdistan Region, Iraq. UHDJST member of 

ROAD, e-ISSN: 2521-4217, p-ISSN: 2521-4209 and a member of Crossref, DOI: 10.21928/issn.2521-

4217. UHDJST publishes original research in all areas of Science, Engineering, and Technology. 

UHDJST is a Peer-Reviewed Open Access journal with Creative Commons Attribution Non-

Commercial No Derivatives License 4.0 (CC BY-NC-ND 4.0). UHDJST provides immediate, 

worldwide, barrier-free access to the full text of research articles without requiring a subscription 

to the journal, and has article processing charge (APC). UHDJST applies the highest standards to 

everything it does and adopts APA citation/referencing style. UHDJST Section Policy includes three 

types of publications: Articles, Review Articles, and Letters. 

By publishing with us, your research will get the coverage and attention it deserves. Open access 

and continuous online publication mean your work will be published swiftly, ready to be accessed 

by anyone, anywhere, at any time. Article Level Metrics allow you to follow the conversations your 

work has started. 

UHDJST publishes works from extensive fields including, but not limited to: 

 Pure Science 

 Applied Science 

 Medicine 

 Engineering 

 Technology 

 

Scope and Focus 

UHD Journal of Science and Technology (UHDJST) publishes original research in all areas of Science 

and Engineering. UHDJST is a semi-annual journal published by the University of Human 

Development, Sulaymaniyah, Kurdistan Region, Iraq. We believe that if your research is 

scientifically valid and technically sound then it deserves to be published and made accessible to 

the research community. UHDJST aims to provide a service to the international scientific 

community enhancing swap space to share, promote and disseminate the academic scientific 

production from research applied to Science, Engineering, and Technology.  

 

SEARCHING FOR PLAGIARISM 

We use plagiarism detection:  detection; According to Oxford online dictionary, Plagiarism means: 

The practice of taking someone else’s work or ideas and passing them off as one’s own. 
 

http://www.oxforddictionaries.com/definition/english/idea
http://www.oxforddictionaries.com/definition/english/pass#pass
http://www.oxforddictionaries.com/definition/english/pass#pass
http://www.oxforddictionaries.com/definition/english/own
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Section Policies 

No. Title 
Peer 

Reviewed 
Indexed 

Open 
Submission 

1 
Articles: This is the main type of publication that 
UHDJST will produce    

2 
Review Articles: Critical, constructive analysis of the 
literature in a specific field through summary, 
classification, analysis, comparison. 

   

3 
Letters: Short reports of original research focused on 
an outstanding finding whose importance means that 
it will be of interest to scientists in other fields. 

   

 

PEER REVIEW POLICIES 

At UHDJST we are committed to prompt quality scientific work with local and global impacts. To 

maintain a high-quality publication, all submissions undergo a rigorous review process. 

Characteristics of the peer review process are as follows: 

 The journal peer review process is a "double-blind peer review". 
 Simultaneous submissions of the same manuscript to different journals will not be 

tolerated. 
 Manuscripts with contents outside the scope will not be considered for review. 
 Papers will be refereed by at least 2 experts as suggested by the editorial board. 
 In addition, Editors will have the option of seeking additional reviews when needed. 

Authors will be informed when Editors decide further review is required. 
 All publication decisions are made by the journal's Editors-in-Chief on the basis of the 

referees' reports. Authors of papers that are not accepted are notified promptly. 
 All submitted manuscripts are treated as confidential documents. We expect our Board of 

Reviewing Editors, Associate Editors and reviewers to treat manuscripts as confidential 
material as well. 

 Editors, Associate Editors, and reviewers involved in the review process should disclose 
conflicts of interest resulting from direct competitive, collaborative, or other relationships 
with any of the authors, and remove oneself from cases in which such conflicts preclude an 
objective evaluation. Privileged information or ideas that are obtained through peer review 
must not be used for competitive gain. 

 Our peer review process is confidential and the identities of reviewers cannot be revealed. 

Note: UHDJST is a member of CrossRef and CrossRef services, e.g., CrossCheck. All manuscripts 

submitted will be checked for plagiarism (copying text or results from other sources) and self-

plagiarism (duplicating substantial parts of authors' own published work without giving the 

appropriate references) using the CrossCheck database. Plagiarism is not tolerated. 

For more information about CrossCheck/iThenticate, please visit 

http://www.crossref.org/crosscheck.html. 

http://www.crossref.org/crosscheck.html
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OPEN ACCESS POLICY 

This journal provides immediate open access to its content on the principle that making research 

freely available to the public supports a greater global exchange of knowledge. 

Open Access (OA) stands for unrestricted access and unrestricted reuse which means making 

research publications freely available online. It access ensures that your work reaches the widest 

possible audience and that your fellow researchers can use and share it easily. The mission of the 

UHDJST is to improve the culture of scientific publications by supporting bright minds in science 

and public engagement. 

UHDJST's open access articles are published under a Creative Commons Attribution CC-BY-NC-ND 

4.0 license. This license lets you retain copyright and others may not use the material for 

commercial purposes. Commercial use is one primarily intended for commercial advantage or 

monetary compensation. If others remix, transform or build upon the material, they may not 

distribute the modified material. The main output of research, in general, is new ideas and 

knowledge, which the UHDJST peer-review policy allows publishing as high-quality, peer-reviewed 

research articles. The UHDJST believes that maximizing the distribution of these publications - by 

providing free, online access - is the most effective way of ensuring that the research we fund can 

be accessed, read and built upon. In turn, this will foster a richer research culture and cultivate 

good research ethics as well. The UHDJST, therefore, supports unrestricted access to the published 

materials on its main website as a fundamental part of its mission and a global academic 

community benefit to be encouraged wherever possible. 

Specifically: 

 The University of Human Development supports the principles and objectives of Open 
Access and Open Science 

 UHDJST expects authors of research papers, and manuscripts to maximize the 
opportunities to make their results available for free access on its final peer-reviewed 
paper 

 All manuscript will be made open access online soon after final stage peer-review finalized.  
 This policy will be effective from 17th May 2017 and will be reviewed during the first year 

of operation. 
 Open Access route is available at http://journals.uhd.edu.iq/index.php/uhdjst for 

publishing and archiving all accepted papers,  
 Specific details of how authors of research articles are required to comply with this policy 

can be found in the Guide to Authors. 

 

 

 

http://uhd.edu.iq/
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ARCHIVING 

This journal utilizes the LOCKSS and CLOCKSS systems to create a distributed archiving system 

among participating libraries and permits those libraries to create permanent archives of the 

journal for purposes of preservation and restoration.  

LOCKSS: Open Journal Systems supports the LOCKSS (Lots of Copies Keep Stuff Safe) system to 

ensure a secure and permanent archive for the journal. LOCKSS is open source software developed 

at Stanford University Library that enables libraries to preserve selected web journals by regularly 

polling registered journal websites for newly published content and archiving it. Each archive is 

continually validated against other library caches, and if the content is found to be corrupted or 

lost, the other caches or the journal is used to restore it.  

CLOCKSS: Open Journal Systems also supports the CLOCKSS (Controlled Lots of Copies Keep Stuff 

Safe) system to ensure a secure and permanent archive for the journal. CLOCKSS is based upon the 

open-source LOCKSS software developed at Stanford University Library that enables libraries to 

preserve selected web journals by regularly polling registered journal websites for newly published 

content and archiving it. Each archive is continually validated against other library caches, and if 

the content is found to be corrupted or lost, the other caches or the journal is used to restore it. 

PUBLICATION ETHICS 

Publication Ethics and Publication Malpractice Statement 

The publication of an article in the peer-reviewed journal UHDJST is to support the standard and 
respected knowledge transfer network. Our publication ethics and publication malpractice 
statement is mainly based on the Code of Conduct and Best-Practice Guidelines for Journal Editors 
(Committee on Publication Ethics, 2011) that includes; 

 General duties and responsibilities of editors. 

 Relations with readers. 

 Relations with the authors. 

 Relations with editors. 

 Relations with editorial board members. 

 Relations with journal owners and publishers. 

 Editorial and peer review processes. 

 Protecting individual data. 

 Encouraging ethical research (e.g. research involving humans or animals). 

 Dealing with possible misconduct. 

 Ensuring the integrity of the academic record. 

 Intellectual property. 

 Encouraging debate. 

 Complaints. 

 Conflicts of interest. 

http://www.lockss.org/
http://clockss.org/
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ANIMAL RESEARCHES 

 For research conducted on regulated animals (which includes all live vertebrates and/or 
higher invertebrates), appropriate approval must have been obtained according to either 
international or local laws and regulations. Before conducting the research, approval must 
have been obtained from the relevant body (in most cases an Institutional Review Board, 
or Ethics Committee). The authors must provide an ethics statement as part of their 
Methods section detailing full information as to their approval (including the name of the 
granting organization, and the approval reference numbers). If an approval reference 
number is not provided, written approval must be provided as a confidential supplemental 
information file. Research on non-human primates is subject to specific guidelines from the 
Weather all (2006) report (The Use of Non-Human Primates in Research). 

 For research conducted on non-regulated animals, a statement should be made as to why 
ethical approval was not required. 

 Experimental animals should have been handled according to the highest standards 
dictated by the author’s institution. 

 We strongly encourage all authors to comply with the 'Animal Research: Reporting In Vivo 
Experiments' (ARRIVE) guidelines, developed by NC3Rs. 

 Articles should be specific in descriptions of the organism(s) used in the study. The 
description should indicate strain names when known. 
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Intelligent Techniques in Cryptanalysis: Review 
and Future Directions
Sufyan T. Al-Janabi1,2, Belal Al-Khateeb3 and Ahmed J. Abd3

1Department of Information Systems, College of CS and IT, University of Anbar, Ramadi, Anbar - Iraq 
2Department of Computer Science, College of Sceince and Technology, University of Human Development, Sulaimaniya, 
Kurdistan Region - Iraq 
3Department of Computer Science, College of CS and IT, University of Anbar, Ramadi, Anbar - Iraq

ORIGINAL RESEARCH ARTICLE UHD JOURNAL OF SCIENCE AND TECHNOLOGY

1. INTRODUCTION

The basic aim of  cryptography is to transmit messages from 
one place to another in a secure manner. To satisfy this, the 
original message called “plaintext” is encrypted and sent 
to the receiver as “ciphertext.” The receiver decrypts the 
ciphertext to get the plaintext. This can be done using a 
cipher which is a tool that hides the plaintext and converts 
it to the ciphertext (and also can return back the plaintext 
from the ciphertext). Ciphers make use of  (cryptographic) 
keys that determine the relationship between the plaintext and 
the ciphertext. Cryptography can be considered as assemble 
from security and mathematics. It is used to protect important 
information and ensure that this information arrives to its 
destination in peace without violations. Ciphers gradually 

evolved from simple ones which are currently considered 
to be easily breakable such as Caesar cipher through more 
complex cipher algorithms such as the data encryption 
standard (DES) and the advanced encryption standard 
(AES) [1], [2].

On the other hand, cryptanalysis means trying to break any 
security system (or cipher) using unauthorized ways to access 
the information in that system. Thus, cryptanalysis works 
against cryptography. The cryptanalyst tries to find any 
weakness in the cryptographic system to get either the source 
of  information (plaintext) or the key used in the encryption 
algorithm. This process is called an attack. If  this attack is 
successfully applied, then the cryptographic system is said 
to be broken. Cryptography and cryptanalysis together form 
the field of  cryptology [3], [4].

In the recent decades, cryptography developed quickly 
because of  the development in computational resources which 
increased the speed and decreased the time of  encryption and 
decryption processes. This moved cryptography from solving 
by hand to more and more complex computer programs 
that need considerably long time and sophisticated attack 
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techniques to solve. Hence, instead of  using the simple Caesar 
cipher which needs no more than few minutes (or seconds) 
to be broken using brute force attack (trying every possible 
solution), we are using now more complex ciphers (AES, 
triple DES, etc.) that might need hundreds (or thousands) 
years to break using brute force attack with the current 
technology.

One important issue to mention is that despite the 
technological and mathematical complexity, the modern 
versions of  cryptosystems still follow the same classical 
concepts. Thus, it is still prudent to apply certain attacks 
on classical ciphers and study their evolution aspects 
before using them with more complex modern ciphers. 
This is quite justifiable considering the nature of  intelligent 
techniques such as GAs, artificial neural networks (ANNs), 
and evolutionary algorithms (EA).

Although several survey works can be found in earlier 
literature [5]-[7], more work is needed in this direction 
to shed the light on various aspects of  this kind of  
interdisciplinary research. The aim of  this paper is to review 
various applications of  intelligent techniques in cryptanalysis 
problems and to investigate some possible future research 
directions.

The remaining of  this paper is organized as follows: Section 2 
summarizes various types of  ciphers and cryptanalysis attacks 
in a generic way. The intelligent techniques of  ANNs, GAs, 
and evolutionary computation are reviewed and compared 
to each other in Section 3. Then, Section 4 reviews the 
application of  GAs in cryptanalysis of  classical ciphers. 
The issue of  classification or identification of  cipher type 
is considered in Section 5. Next, we present some insights 
regarding the future direction of  using spiking ANNs 
in cipher classification in Section 6. Finally, the paper is 
concluded in Section 7.

2. CLASSIFICATION OF CIPHERS AND ATTACKS

Cryptosystems can be classified in multiple approaches 
depending on various criteria. This can simplify the study of  
cryptography science and make it easier to understand and 
implement. At first, if  we take in consideration the amount 
of  data that can be encrypted at a time, we can then classify 
cryptosystems in two classes:[3]
1.	 Block ciphers, which encrypt block of  data at time like 

DES
2.	 Stream ciphers, which encrypt single datum (symbol, 

byte, or bit) at a time like Caesar cipher.

Second, it is also possible to classify cryptosystems according 
to the key used in encryption and decryption processes. 
In this case, we can put a cryptosystem under one of  the 
following:
1.	 Symmetric key ciphers, where the same key is used 

for encryption and decryption, for example, Vigenere 
cipher.

2.	 Public key ciphers, where one key is used for encryption 
and another one for decryption, for example, Rivest-
Shamir-Adleman system.

Third, we can classify cryptosystems depending on the history 
and time of  invention. Thus, we can put cryptosystems under 
one of  the following:
1.	 Classical ciphers, which are those ciphers used in the past 

and can be solved by hand. They became now breakable, 
for example, Caesar cipher

2.	 Modern ciphers, which are those complex (computerized) 
ciphers widely used currently and cannot be solved by 
hand, for example, AES.

Finally, another classification approach is to classify ciphers 
according to their building blocks. This approach is typically 
applied for classical ciphers to divide it into:[3]
1.	 Substitution systems, where every character is replaced 

by another one, for example, monoalphabetic ciphers
2.	 Transposition systems, where characters are rearranged 

rather than replaced, for example, columnar cipher.

It is also possible to further classify both of  the main two 
categories of  classical ciphers: Substitution and transposition 
ciphers. Transposition ciphers can be classified into sub 
classes:[3], [8]
•	 Single transposition: This type transposes one letter at 

a time, for example, the columnar transposition, route 
transposition, and grille transposition ciphers

•	 Double transposition: This type transposes more than 
one letter at a time.

Substitution ciphers can be classified into sub classes as 
follows:[3], [9]
•	 Monoalphabetic substitution ciphers: In this type 

of  encryption techniques, one letter of  plaintext 
is represented by one letter in ciphertext, and one 
ciphertext letter represents one and only one plaintext 
letter, so it is the simplest form of  substitution 
techniques. Monoalphabetic substitution includes direct 
monoalphabetic, reversed monoalphabetic, decimated 
monoalphabetic, and mixed monoalphabetic ciphers

•	 Polyalphabetic substitution ciphers: In this type of  
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encryption, one letter of  plaintext is represented by 
multiple ciphertext letters, and one ciphertext letter 
represents multiple plaintext letters. There are two types 
of  polyalphabetic substitution ciphers: Periodic (where 
there is a keyword repeating along plaintext like the 
Vigenere cipher) and non-periodic (where there is no 
repeating key, e.g., the running key cipher)

•	 Polygraphic substitution ciphers: In this type of  
substitution, more than one plaintext letters are 
encrypted at a time by more than one ciphertext letters. 
This includes digraphic, trigraphic, and tetragraphic 
ciphers. Examples of  these ciphers are the Playfair cipher 
and Hill cipher

•	 Homophonic substitution ciphers: In this type of  
substitution, one plaintext letter is represented by 
multiple ciphertext letters or characters, and every 
ciphertext letters or characters can only represent one 
plaintext letter, for example, the nomenclator cipher.

Furthermore, it is possible to define combinations of  
transposition and substitution ciphers to produce more secure 
systems. Such combinations are used to avoid the weaknesses 
in pure transposition and pure substitution systems. 
A classical example of  such combined ciphers is when we 
combine simple substitution with a columnar transposition. 
In modern cryptography, ciphers are designed around 
substitution and transposition principles simultaneously. 
Fig. 1 depicts various types of  classical systems.

Similarly, we can also classify cryptanalysis attacks. Actually, 
there are many types of  such attacks. Some of  them can 
be considered as general types, while others are specific for 
certain ciphers, protocols, or implementations. Here, we 
are not going to try to list all attack types rather we are only 
interested in some generic ways for classifying attacks. It is 
possible to generically classify attacks based on the amount 
of  information available to the attacker. The amount of  
information that attacker have is important to make any 
attack so the cryptanalyst should determine what is available 
in his hand. Accordingly, we are going to have cipher text 
only, known plaintext, chosen ciphertext, chosen plaintext, 
adaptive chosen plaintext, adaptive chosen ciphertext, and 
related key attacks. Alternatively, we might generically classify 
attack according to the computational resources (time, 
memory, and data) required by these attacks [3], [10].

3. INTELLIGENT TECHNIQUES

In this section, we review the relevant intelligent techniques 
of  ANNs, genetic algorithms (GAs), and evolutionary 
computation. We also give a brief  comparison on their 
characteristics an application scope.

A. ANNs
ANNs are numerical models that use a gathering of  basic 
computational units called neurons that connect with each 
other to build a network. There are many types of  ANNs; each 
type is suitable for one or more problems depending on the 
problems itself. Hence, the important thing in ANNs is how 
to design the topology of  ANN that can better describe the 
problem then solving it using very simple principles to obtain 
very complex behavior [5], [11]. ANNs can model human 
brains and use nervous system to solve the problems by 
learning it with true examples and giving a chance to generalize 
all solutions. Since the nature of  ANNs that simulate the brain 
and use parallel processing rather than serial computation, 
we can put ANNs in multiple fields according to the huge 
capabilities that ANNs can introduce. These fields include 
classification, approximation, prediction, control, pattern 
recognition, estimation, optimization, and others.

When using ANN for solving a problem, the following 
steps should be chosen carefully to make ANN works in an 
effective way: Design of  ANN topology, choosing suitable 
learning way, and setting the inputs. There are many ANN 
topologies such as:[12]
•	 Feed-forward ANNs
•	 Recurrent ANNs
•	 Hopfield ANNFig. 1. Most important classical cipher types
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•	 Elman and Jordan ANNs
•	 Long short-term memory
•	 Bi-directional ANNs
•	 Self-organizing map
•	 Stochastic ANN
•	 Physical ANN.

There are three generations of  neuron models [13]. The 
first generation of  ANNs also called perceptrons, which are 
composed each of  two sections: Sum and threshold. The sum 
part receives input from a set of  weighted synapses. Then, 
it performs a threshold function on the result of  the sum. 
The input and the output have values that may be equal to 
either 0 or 1, as shown in Fig. 2.

The second generation of  ANNs is composed by two stages:
•	 Sum of  values that are received through weighted 

synapses
•	 Sigmoid function evaluator whose input is the result 

of  the sum previously computed. In this generation, 
the inputs can be any real-valued number, and the 
output is defined by the transfer function. For example, 
the sigmoid unit limits outputs to [0; 1], whereas the 
hyperbolic function produces outputs in the range [1; 1], 
as shown in Fig. 3.

The third generation of  ANNs is composed by spiking 
neurons: Neurons which communicate through short signals 
called spikes. This generation has two main differences when 
compared with the previous two generation. At first, this 
generation introduces the concept of  time in the simulation, 
while earlier, the neural networks were based on abstract steps 
of  simulation. Second, such neurons present similarities to 
biological neurons, as they both communicate using short 
signals, which in biology are electric pulses (spikes), also 
known as action potentials, as shown in Fig.  4. The spike 
train generation can be Gaussian receptive fields [14], Poisson 
distribution [15], or directed spike generation [16]. Indeed, 
the applied training algorithm for ANNs is usually the 
backpropagation [17], while spiking ANNs use Spikeprop [18].

B. GAs
GAs are considered to be one of  the best ways to solve a 
problem, for which there is only a little knowledge. Hence, 
they work well in any search space. All that is required know 
is what the solution is needed to be able to do well, and a 
GA will be able to create a high-quality solution. GAs apply 
the both principles of  selection and evolution to produce 
several solutions to a given problem [19].

GAs are better applied in an environment in which there is a 
very large set of  candidate solutions and in which the search 
space is uneven and has many hills and valleys. Although 
GAs will do well in any environment, they will be greatly 
outclassed by more situation-specific algorithms in the 
simpler search spaces. Therefore, GAs are not always the best 
choice. Sometimes, they can take quite a while to run and 
are therefore not always feasible for real-time use. However, 
they are considered to be among the most powerful methods 
with which to (relatively) quickly create high-quality solutions 
to a problem. The proper selection of  appropriate mutation 
operators and fitness functions is necessary for implementing 
a successful attack [19], [20].

In fact, GAs are adaptive heuristic search algorithms based 
on the evolutionary ideas of  natural selection and genetics. 

Fig. 2. The first generation of artificial neural networks[13]

Fig. 3. The second generation of artificial neural networks[13] Fig. 4. The third generation of artificial neural networks[13]
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Thus, they represent an intelligent exploitation of  a random 
search used to solve optimization problems. They exploit 
historical information to direct the search into the region 
of  better performance within the search space. The basic 
techniques of  the GAs are designed to simulate processes 
in natural systems necessary for evolution, especially those 
follow the principle of  “survival of  the fittest.” This is 
based on our understanding of  nature where competition 
among individuals for scanty resources results in the fittest 
individuals dominating over the weaker ones [19].

C. Evolutionary Computation
Simply, evolutionary computation simulates evolution on 
a computer. The result of  such a simulation is a series of  
optimization algorithms. These are usually based on a simple 
set of  characteristics. Optimization iteratively can improve 
the quality of  solutions to some problem until an optimal (or 
at least feasible) solution is found. Evolutionary computation 
is an umbrella term that includes GAs, evolution strategies, 
and genetic programing [21].

D. Differences Between ANNs, Gas, and Evolutionary 
Computation
An ANN is a function approximator. To approximate a 
function, you needs an optimization algorithm to adjust 
the weights. An ANN can be used for supervised learning 
(classification and regression) or reinforcement learning and 
some can even be used for unsupervised learning.

GAs are an optimization algorithm, in supervised learning, 
a derivative-free optimization algorithm like a GA is slower 
than most of  the optimization algorithms that use gradient 
information. Thus, it only makes sense to evolve neural 
networks with GAs in reinforcement learning. This is known 
as “neuroevolution.” The advantage of  neural networks 
like multilayer perceptrons in this setup is that they can 
approximate any function with arbitrary precision when they 
have a sufficient number of  hidden nodes.

An EA deploys a randomized beam search, which means your 
evolutionary operators develop candidates to be tested and 
compared by their fitness. Those operators are usually non-
deterministic and you can design them, so they can both find 
candidates in close proximity and candidates that are further 
away in the parameter space to overcome the problem of  
getting stuck in local optima.

EAs are slow because they rely on unsupervised learning: 
EAs are told that some solutions are better than others but 
not how to improve them. Neural networks are generally 

faster, being an instance of  supervised learning: They know 
how to make a solution better using gradient descent within 
a function space over certain parameters; this allows them to 
reach a valid solution faster. Neural networks are often used 
when there is not enough knowledge about the problem for 
other methods to work.

4. CRYPTANALYSIS OF CLASSICAL CIPHERS 
USING GAS

There are many approaches and tools that are used in the 
field of  cryptanalysis. One of  the successful approaches 
that achieved promising results is based on GAs. This is 
mainly due to the nature of  GAs that allow reducing the big 
size of  solutions, leading to optimal or likely best solution 
from this group of  solutions. GAs use fitness function to 
evaluate each solution then select the best one or best group 
of  solutions to generate other children solutions and so 
on until the cipher is broken. In this section, we report on 
some interesting aspects of  applying GAs in cryptanalyzing 
classical ciphers.

A. Cryptanalysis of Monoalphabetic Substitution Ciphers
The GA attack on such cipher can be implemented by 
generated initial keys consisting of  permutation of  the set 
of  letters. These keys are generated randomly, and after 
encrypting using each generated key, we can measure the value 
of  fitness of  each key. Then, pairs of  these keys which have 
a high fitness value are selected and crossover operation then 
is used between selected keys to produce new enhancement 
child keys. After crossover operation is completed, some keys 
are selected to mutation to enhance the attributes of  it by the 
choice of  a random point in a selected key and replacing it 
with another point. After the two operations are completed, 
the loop is repeated until the end with suitable stopping [22].

B. Cryptanalysis of Playfair Cipher
For attacking the Playfair cipher using GAs, we should 
determine the individuals which contain one possible key 
of  the cipher and each individual has its fitness value. One 
individual is represented as a matrix of  5*5 positions that 
contain the characters of  alphabets distributed randomly. 
After the generation of  the individuals is completed, the 
selection operation begins according to each individual 
fitness, so the individual has a highest fitness value that is 
put in the beginning of  the rank. After selection process is 
completed, the reproduction or crossover operation will begin 
to produce new children key that may has attribute better than 
its parents. The crossover operation is implemented by filling 
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the positions of  the child with character of  the parents or 
mutating the child by replacing characters positions locally. 
The loop continues until meeting the stopping condition.

However, the recovery of  the plaintext is not easy to 
implement usually, for several reasons. One is that words 
that have double letters may not be counted correctly, due 
to the fact that the double letters might be split up. Second, 
because I and J share a position in the key (typically), all 
the words that have Is and Js in them have to be checked 
using both letters, if  the dictionary is fully implemented. 
Third, the plaintext has no white space to delimit words 
so being able to tell where words end and begin can be 
difficult [23].

C. Cryptanalysis of Vernam Cipher
GAs can be used for attacking the Vernam cipher by building 
a dictionary of  words that consist of  words that are frequently 
used in English (e.g., they, the, and when). Then, the fitness 
value is calculated according to the following steps:[24]
1.	 Initialize the parameters of  the GA and maximum 

number of  iteration
2.	 Generate random keys which are the population of  

chromosomes as the 0th generation; each key is a vector 
with size equal to ciphertext size

3.	 Decrypt the ciphertext by all generated keys
4.	 Calculate the fitness function for each chromosome by 

adding the square value of  repeated three letters and 
four letters which are available in built dictionary. The 
calculation of  fitness function deals with the probability 
of  existing of  the three and four letter words in normal 
English

5.	 Sort the keys based on decreased fitness values
6.	 Apply the crossover operator to the parent keys and 

produce a new generation. Here, a simple two-point 
crossover can be performed. Furthermore, apply 
mutation operation by generating two random positions 
and replace the two letters in these positions by others 
letters randomly

7.	 The best key is used to decrypt ciphertext to get the 
best-decrypted text.

D. Cryptanalysis of Vigenere Cipher
To attack Vigenere cipher using GAs, we should determine 
the number of  attributes that the GA takes as parameters 
or inputs such as population size, number of  individuals 
tenured per generation, number of  random immigrants per 
generation, number of  generations, key length, maximum key 
length, ciphertext length, known text length, and number of  
runs per mutation operator combination. These parameters 

may be used together or some of  them might be ignored. 
The key length parameter is very important, so it must be 
firstly identified [25].

E. Cryptanalysis of Transposition Ciphers
GAs are very useful to break classical transposition ciphers 
by finding the sequence of  characters that the transposition 
cipher used. This particular class of  algorithms can be 
used because the automated breaking of  such ciphers 
is very difficult. In spite of  that, a number of  statistical 
tools aiding automated breaking have been developed for 
substitution ciphers, cryptanalysis of  transpositions is usually 
considered to be highly interventionist and demands some 
knowledge of  the likely contents of  the ciphertext to give 
an insight into the order of  rearrangement used. Thus, 
genetic cryptanalyst enables a known plaintext attack to be 
successfully made, based on only small portion of  some 
plaintext/ciphertext [26].

5. IDENTIFICATION OF CLASSICAL CIPHER TYPE

The typical sequence of  steps needs to be followed by 
cryptanalyst to break any cryptosystems is:[27]
1.	 The cryptanalyst should determine if  the text encrypted 

by any cipher or it is compressed or generated randomly
2.	 The cryptanalyst should determine the language of  the 

text
3.	 The cryptanalyst should determine the type of  cipher 

used in encryption process
4.	 The cryptanalyst should determine the key used in 

encryption process
5.	 The cryptanalyst then uses the key with encrypted data 

to extract the original data.

When the cryptanalyst wants to identify the cipher type 
(having just a ciphertext), he/she should extract some 
features that can lead to estimating the type of  cipher. The 
list below shows a group of  features that may help the 
cryptanalyst in the estimation process:
1.	 Frequency analysis: Every language has frequency 

characteristics for its characters such that each character 
has repeating ratio recognizing it from other characters 
in normal texts. In English, for example, the letter “e” 
has the greatest frequency ratio (12.70), but the letter 
“x” has the lowest (0.15) [8]. Frequency analysis can be 
done based on single letter frequency and/or multiple 
letter frequency (double, triple, etc.). Fig.  5 depicts 
the typical frequency distribution of  single letters in 
normal English text. Frequency analysis is very useful 
in differentiating between transposition ciphers and 
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substitution ciphers. Frequency analysis can be used in 
three main directions:[28]
•	 The first one is to compute the frequency of  

ciphertext letters and compare it with the frequency 
of  the original data such that compare the frequency 
of  the letter in ciphertext and natural text and 
compute the changing in two texts

•	 The second direction is to compute the frequency 
of  ciphertext letters and find which letters in normal 
text have the same repeating ratio such that if  the 
letter “j” in ciphertext has the same repeating ratio 
of  the letter “a” in the original text, we can say the 
letter “a” is encrypted by the letter “j.”

•	 Third one is to use frequency analysis to compute if  
there is any shifting occurs in ciphertext characters 
such that when the letter “x” gives the same ratio 
of  letter “a,” this indicates that possibly the Caesar 
cipher which encrypts “a” by “x” has been used

2.	 Ciphertext length: The length of  ciphertext plays an 
important role in identification of  cipher type where 
some ciphertext length is exactly divisible by 2 like the 
Playfair cipher case. Other ciphers (e.g., Hill cipher) can 
produce ciphertext length divisible by 3, etc.

3.	 Ciphertext characters number: Some ciphers employee 
few number of  characters such the Baconian cipher 
which uses just two letters “a” and “b” in encryption 
process and the Playfair cipher that uses 25 letters

4.	 Repeating sections: Periodic polyalphabetic substitution 
ciphertext has repeating sections with a constant 
period. This feature can help to identify this type of  
ciphers [29], [30]

5.	 AB-BA feature: Ciphertext may contain double sections 

with its reverse such as “xy” and “yx.” This feature 
appears in ciphertext produced from Playfair cipher [31]

6.	 Ciphertext characters type: Some ciphers employee just 
letters in encryption process another cipher employee 
letters and numbers [9]

7.	 Adjacent characters: It can be useful to check if  there 
are any adjacent characters have the same value [28].

6. FUTURE RESEARCH DIRECTIONS

This work lies within a larger team project aiming to 
design and implement a general cryptanalysis platform 
for pedagogical purposes. Considering the architectural 
design of  the proposed general cryptanalysis platform, the 
platform has a number of  components or modules including 
the supervisory module, the crypto-classifier, parallel 
cryptanalysis modules, feedback and reporting module, 
graphical analyzer, and the steganography module. Here, 
we are mainly interested in the crypto-classifier module that 
is responsible for the identification and classification of  the 
ciphertext type. At least, two levels of  classification need to 
be implemented:[32]
1.	 Level 1 crypto-classifier: In this module, a first level 

classification of  the considered ciphertext needs to be 
done so as to decide the general cryptographic category 
(e.g., classical cipher, block cipher, and public-key cipher) 
of  it. Information obtained from various resource need 
to be used, and some intelligent classification techniques 
(such as artificial intelligence, genetics, and neural 
networks) have to be developed

2.	 Level 2 crypto-classifier: In the second level of  
classification, specific algorithm(s) or cipher(s) should 

Fig. 5. Frequency distribution of single letters in normal English text[28]
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be assigned for the ciphertext in accordance with the 
classification done at the first level. For example, if  the 
classifier of  level 1 deduced that the ciphertext belongs 
to the category of  block ciphers; level 2 classifier job 
is to decide which specific block cipher has been used 
(e.g., DES, AES, and Twofish). Besides the information 
deduced by different means, some distinguishing 
characteristics for different ciphers must be known.

Concerning the future research, we are specifically 
interested in using the estimation capabilities of  ANNs to 
identify the ciphers type. As mentioned previously, ANNs 
use parallel processing rather than serial computation. This 
behavior may enable us to move from typical statistical 
techniques of  analyzing any cipher to more powerful 
generations that provide many solutions at a time. Thus, 
the analyzing process will depend on how to model ANN 

Fig. 6. Data flow of the proposed artificial neural network-based cipher identification process
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in the correct way and manage the training processes 
rather than spend the time in mathematical computation 
of  the cipher. Fig. 6 shows the data flow of  the proposed 
estimation process.

The ANN box will have two types of  inputs; the first one is 
a group of  training data and the second is a group of  testing 
data. These two groups are managed by ANNs to correct 
errors produced from estimation process. ANNs would use 
supervised learning to estimate the cipher type. The number 
of  neurons in the input, hidden, and output layers depend 
on the number of  ciphers used and how much the analyst 
can extract features from ciphertext.

Several previous works on using ANNs and other techniques 
for cipher type classification can be found [33]-[37]. However, 
to the best of  authors’ knowledge, we could not see specific 
previous work on using spiking ANNs for this task. Hence, 
our focus will be directed to this specific application of  
spiking ANNs. In the first stage, classification of  classical 
ciphers will be considered. In the next stages, other modern 
cipher types will be taken into consideration also.

7. CONCLUSION

This work is mainly concerned in building automatic tools 
for various cryptanalysis tasks. This definitely requires the use 
of  suitable intelligent techniques such as GAs and ANNs. 
The focus here has been on using GAs for cryptanalysis 
of  classical ciphers and adoption of  ANNs for cipher type 
identification. More specific results of  cipher classification 
based on spiking ANNs are going to be presented in a 
subsequent paper.
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1. INTRODUCTION

The power flow analysis is one of  the important and 
extensively used studies in electrical power system 
engineering. It is considered a fundamental tool for many 
other power system studies such as stability, reliability, fault, 
and contingency study. The main objective of  a power flow 
study is to find the bus voltages and the power flow in the 
transmission system for a particular loading condition. The 
steady-state performance of  an electrical power system is 
described by a system of  non-linear algebraic equations. 
These equations represent the active and reactive power 
balance. The inherent difficulty of  the power flow problem 
is the task of  obtaining analytical solutions to the power 
flow equations. An extensive research has been carried 
out since the latter half  of  the twentieth century [1], [2] to 

solve this problem. The solution of  power flow problem 
has been based on numerical technique methods such as 
Gauss-Seidel [3], Newton-Raphson method [4]-[14], and 
fast-decoupled method [15]-[18]. Although some of  these 
methods are widely used in power utilities, they are sensitive 
to the starting (guess) values. In some cases, especially in 
heavily loaded conditions, they fail to converge. It was 
found that the factors affecting the convergence of  the 
previous methods are the R/X ratio of  the transmission 
systems and the singularity of  the Jacobian matrix for a 
heavily loaded system. Different attempts have been done 
to improve the reliability of  these methods [19], [20]. 
Artificial intelligence techniques had been applied to 
power flow study [21]-[23]. Recently, the fields of  swarm 
intelligence have attracted many researches as a branch 
of  artificial intelligence that deals with the collective 
behavior of  swarms such as flocks of  bird, colonies of  
aunts, schools of  fish, and swarm of  bees [24], [25]. 
The important features of  swarm intelligence are self-
organization, scalability, adaptation, and speed. The swarm 
intelligence techniques have been applied in many power 
system studies [26]-[28]. In this paper, the load flow 
problem is approached as an optimization problem using 
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swarm intelligence. The objective function is to minimize 
the power mismatch. This paper is organized as follows: 
Section 2 reviews the Newton-Raphson (NR) technique in 
solving load flow problem. The basics model of  artificial 
bee colony (ABC) is presented in section 3. Section 4 
discusses the results obtained by applying the proposed 
algorithms on a typical system. Finally, section 5 presents 
the conclusion.

2. POWER FLOW FORMULATION

For N bus electrical power system, the bus power Si can be 
expressed by the following equation:

Si=SGi−SDi

Si=PGi−PDi+j(QGi−QDi)� (1)

Where PGi is the active power generation at bus i

PDi is the active power demand at bus i

QGi is the reactive power generation at bus i

QDi is the reactive power demand at bus i

The current balance equation at bus i
*

*
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V =
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�

(2)

Where Yik is the i, kth element of  bus admittance matrix

Vk is the bus voltage at bus k.

By substituting (1) into the (2) and resolved the resulting 
equation into the following two real equations:
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For N bus power system, there are 2N real non-linear 
algebraic equations similar to (3) and (4). These equations 
are non-linear function of  the state variables (|V|,δ). The 
conventional technique to solve these equations is using a 
numerical technique. The most widely used method is NR 
method. This method is based on expanding the above 
equations by Taylor series. The compact linearized form of  
the above equations is as follows:

i

i|V|
P P|V|i

Q Q|V|i

J JP
J JQ

∆ ∆δ    
=     ∆ ∆    

δ

δ �
(5)

Where the left-hand side of  (5) is the vector of  power 
mismatch, which can be calculated as:

sp cal
i i i

sp cal
i i i

P P P
Q Q Q

 ∆ − 
=   ∆ −     �

(6)

The traditional algorithm for obtaining power flow solution 
is as follows:
1.	 Assume a guess values for the state variables (flat start 

|V|=1.0 pu; δ=0)
2.	 Evaluate the vector of  power mismatch and the elements 

of  the Jacobian matrix
3.	 Calculate the vector of  state variable disturbance
4.	 Update the state variables at the end of  iteration
5.	 Check the absolute value of  the elements of  the 

vector of  power mismatch, if  it is less than a specified 
tolerance; calculate the line flow in each transmission 
line. Otherwise, go to step 2.

The previous algorithm works reliably in ordinary loading 
conditions. Unfortunately, it is found in some cases 
(e.g., heavily loaded conditions and high R/X ratio system) 
that the above algorithm fails to converge. This is because of  
singularity of  the Jacobian matrix. For this purposes, a swarm 
intelligence technique is presented to avoid the singularity of  
the Jacobian matrix.

3. POWER FLOW ALGORITHM USING ABC METHOD

The honey bees foraging behavior, learning, and memorizing 
characteristics have been attracted many researcher in the area 
of  swarm intelligence. The pioneer work of  Karaboga [24] 
which describes an ABC algorithm based on the behavior 
of  honey bee is first attempt model in this aspect. One of  
the main features of  ABC algorithm is its ability to conduct 
both global search and local search in each iteration.

According to the ABC algorithm, there are three categories 
of  artificial bees in the colony. These are employed bees, 
onlookers bees, and scouts bees. The bee colony is divided 
into two halves, the first half  of  colony includes employed 
bees, and the second half  includes the onlookers. The 
onlooker’s bees are those waiting on the dance area in hive 
as a decision-maker for choosing the suitable food source. 
The employed bees are those collecting the nectar from food 
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source. While the scout bees are those searching the food 
sources. The searching cycle in the ABC algorithm consists 
of  the following steps [29]:
•	 At the initialization step, the bees select a set of  food 

source positions randomly. After determining the 
nectar amount, the bees come to the hive to share the 
information with those waiting on the dance area.

•	 At the second step, the employed bees use the gained 
information to choose new food sources in neighborhood 
area after going to the old position, which is visited by 
themselves previously.

•	 At the third stage, the onlooker bee chooses a particular 
area for the food sources depending on the information 
given by the employed bees on the dance area.

To utilize the ABC algorithm, there are some control 
parameters that should be set [30]; they are number of  
variables, lower bound of  variables (LB), upper bound of  
variables (UB), population size (colony size) (nPop), number 
of  onlooker bees (nn Onlooker), maximum number of  
iterations (MaxIt) (the stopping criteria), abandonment 
limit parameter (Limit), and acceleration coefficient upper 
bound (A).

A. Steps of ABC Implementation
The steps of  ABC can be outlined as follows [31]:
1.	 Generate a randomly distributed initial population 

solutions (food source positions).
2.	 Evaluate the population which represents the nectar 

quantity. The population of  the positions (solutions) 
is subjected to iterated cycles, C =1, 2,…, Cmax, of  the 
search processes of  the employed bees, the onlooker 
bees and scout bees. Based on a probabilistic approach, 
the artificial employed or onlooker bee makes a change 
on the position (solution) in her memory for finding a 
new food source and tests the nectar amount (fitness 
value) of  the new source (new solution).

3.	 Apply the roulette wheel selection (choose the best fit 
individuals).

4.	 Calculate the probability rate (Pi) related with solutions;

	 1

i
i npop

ii

fit
P

fit
=

=
∑ �

(7)

	 The fitness values (fit) are computed by the following 
expression:

	

1
if 0

1
1 abs( ) if 0

i
ii

i i

f
ffit

f f

 ≥ +=  
 + <  �

(8)

	 Usually, the value of  Pi is between {0,1}.
5.	 Find the new solutions for the onlookers depending on 

the probability Pi related with the solutions.
6.	 Reapply roulette wheel selection.
7.	 Find the abandoned solution if  exists, change it with 

new randomly generated solution.
8.	 Register the best solution achieved so far.
9.	 C=C+1 (until maximum cycle number is reached).

B. ABC Implementation for Power Flow Study
ABC optimization is applied to obtain the bus voltage 
magnitude (|Vi|) and voltage phase angle (δi) by minimize 
the following objective function:

minf(δ,|V|)� (9)

Where,

δ=(δ1,……………, δn)

|V|=(|V1|,……………, |Vn|)

This objective function is constrained by the inequalities 
LB and UB.

LB<|V|<UB

LB<δ<UB

The optimization process starts with setting the number of  
solutions (food sources) in ABC algorithm, which represents 
the number of  flowers, the bees will reach to food sources, 
and then computes the nectar’s quantity, the food sources 
are initialized using a random number generator.

The voltage magnitude and voltage phase angle are limited 
to the following range:

0.5<|Vi|<1.05

−5<δi<5

The objective function (f) that designed to determine the load 
flow problem using ABC algorithm is as follows:

2 2
i if P Q= ∆ + ∆∑ ∑ �

(10)

Where i = 1, 2, 3,… number of  buses

In ABC algorithm, the objective function (fitness value) 
describes the quality of  food source (solution). The food 
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source that has the best quality will be registered in a 
memory as the best food source (solution) ever found. 
The neighborhood search process uses to obtain the best 
fitness value will continue by employed bees and onlookers. 
The fitness value will be computed for each new solution 
(food source), and the new solution (food source) that 
having the best fitness value will be the new reference in 
memory. The optimization process will continue to looking 
for the food source near to hive, which depending on the 
probability that computed previously from fitness value. 
The new solution (food source) after neighborhood search 
will be registered if  its fitness is better. The optimization 
process will continue until reach to the best fitness value or 
reach to the maximum cycle number afterward the solution 
converges and the mismatch power is close to zero. The 
flow chart of  ABC approach in load flow computation is 
shown in Fig. 1.

4. RESULTS AND DISCUSSION

The ABC algorithm is being applied to the 6-bus system as 
follows:

A. Six Bus Test Power System with Normal Load
The ABC method is applied to the 6-bus system with a 
particular normal loading condition [32]. The test system 
is shown in Fig. 2 consists of  three generating stations and 
three load stations. After initialize the control parameters of  
ABC algorithm, each variable was initialized with random 
number using random number generator. The elements of  
power mismatch vectors ΔP and ΔQ are computed using 
Equation 6. The best food source (load flow solution) will 
be selected by applying roulette wheel selection.

A comparison between the results that obtained from 
conventional (NR) with that found from ABC algorithm 
is given in Table I. As shown from these tables, the results 

Fig. 1. Flow chart of application of artificial bee colony technique in 
power flow study

TABLE I 
The Bus Voltages using NR Method and ABC 

Technique
Bus No. NR‑method ABC algorithm

Vi δi Vi δi

1 1.05 0 1.05 0.0
2 1.05 −3.635 1.05 −3.635016
3 1.07 −4.117 1.07 −4.117675
4 0.989 −4.18 0.989013 −4.180701
5 0.9813 −5.306 0.981364 −5.306448
6 1.004 −5.856 1.004079 −5.856946

ABC: Artificial bee colony, NR: Newton‑Raphson

obtained are identical. The final objective function value 
in ABC optimization process after 15000 iterations is 
1.5902×10−11. The performance of  ABC algorithm to obtain 
the best solution is clarified by graph that was shown in Fig. 3.

B. Six Bus Test Power System with Heavy Load
To simulate the heavy load condition, the load at bus 4, 5, 
and 6 is increased as shown in Appendix A. It is found that 
the conventional NR method is failed to converge. However, 
when the ABC algorithm is applied, the solution converges as 
shown in Table II. The final objective function value in ABC 
optimization process after 5000 iteration is 8.99 × 10−4. The 
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Fig. 2. Six bus test power system

TABLE II 
The Bus Voltages for the Heavily Loaded Case 

using ABC Technique where the NR Method Fails 
to Solve

Bus No. Vi δi

1 1.0500 0
2 1.0500 −52.3630
3 1.0700 −63.0819
4 0.7575 −46.0854
5 0.6721 −58.3285
6 0.8341 −68.0498

ABC: Artificial bee colony, NR: Newton‑Raphson

Fig. 3. The performance of artificial bee colony algorithm, best solution 
versus iteration

Fig. 4. The performance of artificial bee colony algorithm, best solution 
versus iteration

performance of  ABC method to obtain the best solution is 
clarified by graph that was shown in Fig. 4.

5. CONCLUSION

A meta-heuristic approach to solve power flow problem has 
been presented. The proposed algorithm is based on ABC 
technique which is considered to be one of  the type of  swarm 
intelligence techniques. The proposed algorithm is applied 
to the six bus system with different loading conditions, and 
the results obtained have been compared with the results of  
(NR) method. The main advantages of  ABC algorithm are 
the flexibility of  modeling, accuracy, strong convergence, 
and reliability, which considered reasonable and acceptable 
optimization process. In addition, the presented algorithm 
shows promising results regarding heavily loaded system.
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APPENDIX A 
Buses Data of 6‑Bus Case with Heavily Loaded Condition

Bus No. |V|pu δ (°) PG (MW) QG (MVAR) PD (MW) QD (MVAR)
1 1.05 0 0 0 0 0
2 1.05 0 80 0 0 0
3 1.07 0 90 0 0 0
4 1.0 0 0 0 255 130
5 1.0 0 0 0 255 130
6 1.0 0 0 0 255 152
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1. INTRODUCTION

It is not easy to decide precisely when and how the first data 
converter was established. The most primitive documented 
binary analog-to-digital adaptor recognized is not electronic at 
all but hydraulic. To the best of  our knowledge, the optimum 
historical review regarding the analog-to-digital adapters, in 
general, can be found in the study of  Kester et al. [1].

The analog domain is unceasing with both time and signal 
magnitude, while the digital domain is independent on both 

time and magnitude. A single binary value signifies a variety 
of  analog values in the quantization band nearby its code 
center point. Analog values that are not precisely at the code 
center point have an allied amount of  quantization error [2].

It can be stated that sigma-delta [3] analog-to-digital adapter is 
a most common approach of  over-sampling analog-to-digital 
adapter. The map processor of  a sigma-delta analog-to-digital 
adapter is displayed in Fig. 1 [4].

The sigma-delta analog-to-digital adapter can be divided 
into two lumps, the quantizing and the decimating parts. 
Essentially, decimation is the act of  decreasing the data 
rate down from the over-sampling rate without losing 
information. The quantizing part contains the analog 
integrator, the 1-bit analog-to-digital adapter, and the 1-bit 
digital-to-analog adapter [5]. The task of  the quantizing part 
is to adapt the data in the analog input into digital shape. 
The input-output relationship of  the sigma-delta quantizer is 
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non-linear; nevertheless, the capacity of  frequency depression 
for the analog input, explicitly x(t), might be retrieved from 
the quantizer yield, namely, y[n] as shown in Fig. 1. y[n] is a 
restricted order with sample values equivalent to −1 or +1. 
y[n] may just stay restricted if  the output collector, w[n], is 
bounded similarly. As a result, the typical value of  y[n] is 
needed to be equivalent to the mean value of  the input x(t). 
Accordingly, the authors have been capable of  solving w[n] 
to obtain the constant of  x(t) [6].

This investigation suggests a 1-bit analog-to-digital converter 
which can be utilized as an alternative of  a more costly multi-
bit analog-to-digital converter. This can be done through 
studying two divergent procedures that permit a 1-bit analog-
to-digital converter to attain the enactment of  a multi-bit 
analog-to-digital converter. The authors will also investigate 
the superiority and drawbacks of  both these procedures. 
Relying on this exploration, one of  the two procedures is 
selected for our data radios.

2. THEORY

xa(t) is an analog signal ant it behaves similar to the input to 
an analog-to-digital adapter. Equations 1 and 2 describe xa(t) 
and the average power in xa(t), correspondingly [7].

( ) cos
2

tx a
A t=

�
(1)

2
2

0

1
[ ( )]

8

T

x a
Ax t dt

T
= =∫σ

�
(2)

To prototype this analog signal, assume a b-bit analog-to-
digital adapter. Conditionally, if  the analog signal possesses 

peak-to-peak amplitude of  A, and subsequently, the 
minimum potential step, ΔV, by means of  b bits is given 
by Equation 3:

(2 1) (2 )
∆ b b

A AV = ≅
− �

(3)

Quantization noise, or quantization error, is a unique 
restricting parameter for the effective range of  an analog-to-
digital adaptor [8]. This error is essentially the “round-off ” 
error that happens when an analog signal is quantized.

A quantized signal may be different as of  the analog-signal 
by just about ±(ΔV/2). Supposing a quantization error is 
equivalently distributed ranging from −ΔV/2 to ΔV/2, then 
the root mean square of  the quantization noise power, σe, is 
identified by Equation 4 [9].
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Using Equations 2 and 4, the signal-to-quantization noise 
ratio (SQNR) for our b-bit analog-to-digital converter might 
be assessed [10] as follows:

23
2

2



bx

e
SQNR = =

�
(5)

The SQNR in decibels is assumed through Equation 6 [11].

( )dB 1010 1.76 6.02SQNR  log SQNR b= = + �
(6)

Equation 6 is an illustration of  the SQNR of  an analog-to-
digital adaptor which rises through almost 6 dB per every 
single added bit.

One can realize that the assessed signal through the analog-
to-digital adaptor is at baseband. Thus, a uniform spectrum 
in the frequency ranges from 0 to Fs/2 is the characteristic 
of  the root mean square quantization noise power, σe. The 
noise power for each unit of  bandwidth can be assumed 
using Equation 7.
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AN
F F
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The Nyquist frequency, which termed after Harry Nyquist, 
is basically twice the input signal bandwidth Fm. Recalling 
that Fm for a baseband signal expands from 0 to Fm [12]. The 
entire quantization noise power in the concerned band or the 
in-band noise is specified through Equation 8.Fig. 1. Sigma-delta analog-to-digital converter
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Equation 8 might be examined to classify which limits disturb 
the in-band quantization error in analog-to-digital adaptor. 
Where A is the amplitude of  the signal and Fm is half  Nyquist 
frequency, both of  them are relying on signal, while the 
analog-to-digital adaptor has no dominance above these. 
Nevertheless, the available analog-to-digital bits number, b, 
and the specimen frequency, Fs, are organized through the 
analog-to-digital adaptor scheme [13].

The act of  sampling the input signal at frequencies 
considerably higher than the Nyquist frequency is called 
oversampling.

By means of  Equation 8, a correlation might be resulting 
for the over-sampling segment, M = Fs/2Fm, like that the 
two analog-to-digital adaptors offer an identical in-band 
error power [14]. After allowing Fs = 2Fm, Equation 8 
becomes:
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By means of  Equation 9, one can acquire Equation 10.

( ) 2
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�
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(β−b) means the additional determination bits which are 
in consequence gained out of  a b-bit adaptor by means of  
oversampling. The above equation, also, indicates that each 
duplication of  the over-sampling proportion rises the actual 
bits at the Nyquist frequency by 0.5 [15].
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Mitra [16] relates the enactment of  a sigma-delta analog-
to-digital adaptor through that of  a linear over-sampling 
analog-to-digital adaptor. The enhancement in enactment 
achieved by means of  a sigma-delta analog-to-digital adaptor 
is illustrated in Equation 10 [17].

Enhancement(M)=− 5.1718+20log10 (M)� (12)

The power spectral density, Sx (f), is the strength of  the 
variations as a function of  frequency. For an arbitrary time 
signal xa (t), the power spectral density can be given by 
Equation 13.
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Power spectral density computation can be made 
straightforwardly through the fast Fourier transform method.

3. RESULTS AND DISCUSSIONS

A. Power Spectral Density
A first-order integrator which might be demonstrated as a 
collector has been utilized by the straightforward sigma-delta 
quantizer [18]. The Matlab® program imitates the occupied 
first-order sigma-delta adaptor. The power spectral density, 
Equation 13, of  the stimulus signal can be illustrated in Fig. 2. 
In addition, the stimulus signal has been over sampled at a 
level of  50 times Nyquist. It can be notice in Fig. 2 indicated 
that the normalized frequency is schemed against power 
spectral density possessing a range from 0 to 1 knowing that 
1 indicating 50 Nyquist frequency [19].

Analogous tendency has been obtained by Belitski et al. [20] 
which indicates that the proposed model is appropriate for 
sampling, quantization, and coding in sigma-delta converter.

y[n] is the digital signal characterized by means of  1-bit. The 
power spectral density of  y[n] is plotted in Fig. 3 against the 
normalized frequency.

Fig.  3 shows the noise forming aptitudes of  the sigma-
delta analog-to-digital converter. As stated previously, a 
straightforward over-sampling analog-to-digital converter 
is capable to diffuse the overall quantization error power 

Fig. 2. Power spectral density of input signal after oversampling
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above a longer band, thus reducing the in-band error power. 
Alternatively, Overney et al. [21] utilize Josephson voltage 
standard to achieve logical description of  higher level 
resolution analog-to-digital adaptor. Their method might be 
used in many metrological applications for different analog-
to-digital adaptors with frequencies up to a few kHz. In 
addition, Posselt et al. [22] utilized a reconfigurable analog-
to-digital converter which was suggested with aptitudes of  
digitalizing completely related wireless facilities for vehicular 
usage with frequency ranging from of  600 MHz to 6 GHz.

In addition, sigma-delta adaptors are normally capable to 
achieve error modeling just like that the error power is 
centralized in upper frequencies [23]. Fig. 3 demonstrated 
that the bottom error is significantly sophisticated at 
upper frequencies and rather beneath the concern band. 
Furthermore, the signal y[n] is the quantizer yield and is low 
pass clean by means of  a Mth band low-pass filter, where 
M = 50 is the over-sampling ratio. The transmission function, 
H(z), of  the Mth band low-pass filter is known from Equation 
10. The power spectral density of  the clarified yield is shown 
in Fig. 4.

Fig. 5 displays the power spectral density of  the real analog-
to-digital converter production. It can be obvious that, at 
this point, the signal has been downsampled to the Nyquist 
frequency once again.

Taking into consideration that for the sigma-delta adaptor, 
exhibited in the Matlab® program, the utilized over-sampling 
ratio, M, was 50. It can be realized that, through Equation 
12, a sigma-delta adaptor might offer an enhancement of  
about 29 dB once likened through a straight over-sampling 
adaptor that similarly works at 50 times Nyquist frequency.

B. SQNR
The SQNR generated using a 1-bit sigma-delta adaptor 
can be linked through Fig. 6 with the SQNR of  a straight 
over-sampling analog-to-digital converter at numerous over-
sampling ratios.

Moreover, it can be noticed that from Fig.  6 when the 
over-sampling ratio is 15, then the SQNR is just round 
20  dB. Accordingly, the Nyquist frequency for an analog 
signal modulator utilizing a binary phase shift keying and 
conveying 80 Kbps of  data will be 160 KHz. On the other 
hand, oversampling in 15 would necessitate sampling at 
2.4 MHz. Otherwise stated, considering the present digital 
signal processing, which can treat samples at an order of  
nearly 2.4 MHz, one might be capable to carry out a regulate 
over-sampling analog-to-digital adaptor. In similar work, 
Brooks et al. [24] stated that their analog-to-digital converter 
works at a 20 MHz and it attains a signal-to-noise ratio of  
about 90 dB exceeding a 1.25 MHz signal bandwidth. Fig. 7 
displays a scheme of  the extra accuracy bits achieved against 
the over-sampling percentage.

Fig. 7 indicates that for a 10 dB corresponded input, once 
the signal-to-quantization error ratio of  the analog-to-
digital adaptor is 20 dB, and the digitized output possesses a 
signal-to-noise ratio of  approximately 9.5 dB. This, perhaps, 
shows that using a SQNR of  20 dB, the digitizing process 
solely increases the bottom error by 0.5  dB. The bottom 
error is increased by even below 0.5 dB if  the equivalent 
contribution’s signal-to-noise ratio is less than 10  dB. 
Accordingly, the first and the last goal behind this study was 
directing over-sampling analog-to-digital adaptor to possess 

Fig. 3. Power spectral density of y[n] versus normalized frequency Fig. 4. Power spectral density versus normalized frequency of 
low-pass filter output
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the strength of  the error combination avert methods in 
combination with the low master clock of  20 MHz.

4. CONCUSSION

Running the analog-to-digital adaptor beyond the input 
signal’s Nyquist frequency enhances the improvement of  a 
low accuracy analog-to-digital adaptor. This is the evidence 
behindhand the operating of  continuous over-sampling 
analog-to-digital converters. The quantization noise addition 
to the analog-to-digital adaptation procedure supplementary 
enhances enactment. Sigma-delta analog-to-digital adaptors 
apply both noise affecting and oversampling. Sigma-delta 
analog-to-digital converters propose significantly superior 
enactments than uninterrupted over-sampling adaptors. 
Nevertheless, it has been recommended that a straightforward 
sampling adaptor be utilized due to the difficulty of  a sigma-
delta analog-to-digital adaptor. Similarly, it has been observed 
that a straight over-sampling analog-to-digital converter can 
be utilized without any kind of  signal humiliation.
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1. INTRODUCTION

Electrical loads can be divided into several categories, 
including residential, industrial, commercial, and government. 
These components vary in the electrical system depending 
on the economic, political, social state of  the country, etc.

In previous research, diversity factor was been studied in the 
Iraqi electricity distribution system. The study shows that 
household electrical loads have grown at high rates exceeded 
the standard values for stable systems [1]. Another study 
conducted aims to use artificial neural network technology 
to guess household electrical loads [2].

Residential loads represent biggest components in the Iraqi 
electrical systems, due to low industrial and commercial loads 
components. Residential electrical loads consist of  many 
components, household appliances, lighting, space heating, 
cooling, and water heating. A previous field survey study was 
conducting in the city of  Mosul to specify these components. 
The study found that the water heating component was the 
largest component, 32.29% [3].

The current research aims to test the possibility of  using solar 
water heaters to supply hot water in the housing units. Solar 
water heaters were added with low rating electrical heater to 
provide supplementary heating for a number of  residential 
units in Mosul city. The total energy consumed, the energy 
consumed in the supplementary heaters, the amount of  water 
consumed, and the water temperature in the solar heater 
tank registration were recorded. Readings recorded daily for 
1 full year. The readings were analyzed to find the percentage 
of  water heating component. Furthermore, the change 
with the months of  the year is compared with the previous 
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study (without solar heated). The results, the analysis, and 
comparison are listed in the following paragraphs.

2. THEORETICAL BASIS

Renewable energies represent suitable alternatives to solve 
the problems resulting from high energy consumption rates 
(especially electricity). Renewable energies (wind energy, solar 
energy, hydropower, etc.) can be used to generate thermal 
energy, kinetic energy, electrical energy, etc.

Many researchers have been conducted to study the solar 
energy falling in different areas in Iraq. The studies included 
which study all Iraqi areas and gave illustrations of  solar 
energy for different seasons of  the year [4]. Other studies 
Al-Salihi et al. and Ali have been conducted to certain areas in 
Iraq such as Baghdad, Mosul and Kirkuk, Ramady, etc. [5], [6].

Solar energy has been used for water heating in many 
developing countries. Mohammed, et al., 2011, study the 
possibility of  using solar energy to heat water for the use of  
25 people in Baghdad using a solar panels collectors of  10 m2 
capacity and a storage tank of  600 L capacity [7]. The study 
concluded the possibility of  using solar energy to provide 
69% of  the hot water using solar heaters, by providing more 
than 60% in the winter, and more than 70% in the summer. 
It is well known that in summer no hot water is needed (June, 
July, August, and September).

Another study uses TRNSYS software to model and verify a 
direct solar water heating system in Baghdad, Iraq. The study 
aims to meet the demand of  hot water for 25 persons using 
10 m2 of  a flat plate collector and 600 L storage tank [7].

3. RECORDING READINGS

A group of  houses (8 homes) was selected in the technical 
institute’s foundation. A solar water heater has been added 
for each residential unit. A low rating electrical heater of  
1  kW is used to provide supplementary heating. Fig.  1 
shows one of  the solar water heating systems used in the 
study. The system consists of  two flat plate collectors each 
of  the dimension 80  cm × 150 cm and storage tank of  
hot water with a capacity of  180 L. The flat plate collector 
and the storage tank capacity can be changed to match the 
consumers hot water demand.

Each solar water heater was equipped with a set of  meters. The 
meters measure the energy consumed in the supplementary 

heaters, the amount of  hot water consumed, and the water 
temperature in the storage tank. The supplementary heating 
energy and hot water consumed were recorded, once every 
2 days.

Furthermore, an ammeter is used to measure the current 
drawn in the house units. The current and the water 
temperature in the storage tank readings have been registered 
at three different times at the morning, afternoon, and 
at night. As well as the total energy consumption in the 
residential units reading was recorded. Total energy reading 
was recorded, once every 2 days.

Previous readings were recorded for the entire year. Recorded 
readings were used in the analysis to get the results described 
in the following paragraphs. Calculations can be performed 
based on the distribution of  the foundations weekly or 
monthly. The calculations discussed in the results based on 
a semimonthly period, as well as monthly.

4. RESULTS AND ANALYSIS

Electrical load in Iraq is strongly influenced by weather 
climate changes where the high temperature in the summer 
leads to increase the electrical load as a result of  using the 
cooling devices. Furthermore, the low temperature in winter 
leads to increase electrical load as a result of  using space 
heating and water heating whereas mild temperatures in 
spring and autumn lead to a reduction of  electrical load, 
which represents the lowest throughout the year.

In general, a large amount of  solar energy falls on Iraq, and 
especially in Mosul city. It is clear that the amount of  solar 
energy falling vary with seasons, where maximum energy 

Fig. 1. One of the solar water heating systems used in the study
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falls in the summer. The minimum fallen energy is winter. 
The statistics show that the hours of  solar brightness in Iraq, 
during the winter is represented 50-60% of  daylight hours. 
Lowest rate happens to solar brightness hours in the month 
of  January with 4.87 h. While the hours of  solar brightness 
in summer represents 90% of  the daylight hours, with a 
maximum brightness of  the sun hours in the month of  July 
12.31 h. Fig. 2 shows the average daily solar energy falling and 
the rate of  solar brightness hours versus months of  the year 
in the city of  Mosul. Less solar energy occurs in the month 
of  January and reaches 7.22 MJ/m2-day. The maximum solar 
fallen in the month of  June and reach 26.32 MJ/m2-day (Iraqi 
Air Adversity 1989).

Supplementary heating energy changes with temperature 
in the proportion of  different seasons, as well as with the 
intensity of  incoming solar radiation changes. Therefore, the 
need for supplementary energy heating in winter becomes 
the highest in the whole year. Fig. 3 illustrates the monthly 
supplementary rated heating in the year. It shows that there 

is no need for supplementary heating during summer. As 
well as it decreases in spring and autumn.

The supplementary heating energy rate was calculated for 
a period of  semimonthly to compare it with the energy 
consumed in the water heating (without the addition of  
solar heated). Fig. 4 shows the energy consumed in the 
water heating with and without solar water heating. It is clear 
from the figure the great difference between the amount 
of  supplementary heating energy used with solar water 
heater and the case without using it. Also the times in which 
maximum benefits of  adding solar heater is achieved. As 
well as there is no need to heat the water the majority of  the 
summer. The maximum reduction ratio result during the 
spring and autumn. While reduction rates are less during 
winter than in the case of  spring and autumn.

Table I summarizes the percentage of  water heating 
component with the addition of  solar water heaters and 
without them. The table includes the amount of  the 
proportion of  water heating component for the case of  
high consumption, the average consumption and the low 

Fig. 2. Average daily solar energy falling and the rate of solar 
brightness hours versus months of the year in the city of Mosul

Fig. 3. Supplementary heating rate of the months of the year
Fig. 4. Energy consumed in the water heating with and without solar 

water heating

TABLE I 
Percentage of the Components of Household 
Electrical Load and the Amount of Little and 

Average Total and High Consumption
Case Rate % Consumption

Low % Average % High %
With solar 
heater

13.1 13.1 9.85 11.61

Without 
solar heater

32.3 32.29 13.39 30.4
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consumption, in addition to the average consumer. Evidenced 
by the average value of  the added solar water heater leads to 
a reduction in the total consumption by 19.19%.

5. CONCLUSION

The current research shows a reduction in water heating 
component in residential units electrical load using solar 
water heaters. A solar water heater was added to a number of  
residential units in the city of  Mosul in northern Iraq. A small 
rating heater was added to the solar water heaters to provide 
supplementary heating. The percentage of  supplementary 
heating component compared with total electrical energy 
consumption in each housing units was calculated. As well 
as the percentage of  supplementary heating component 
compared with total electrical energy consumption in 
all housing units. The results illustrate the possibility of  
obtaining a holistic reduced by 19.19%.

The solar water heaters used have a standard specifications, 
while the hot water needs of  the residential units vary as a 
result of  differing ages and number of  occupants (consumer), 
etc. Which must leads to change some specifications of  the 
solar water heaters, such as solar heater flat plane area and hot 
water storage volume. The solar water heaters specification 
can be studied to get a further reduction in the supplementary 
heating component.

6. FUTURE WORK

The registered readings of  the water consumed can be used to 
find a general model for hot water demand for different houses 
units. This general model can be used to design the suitable 
heating system to meet the hot water demand for any consumer.

Furthermore, the water temperature of  the storage tank 
can be used to wake a general model for heat transfer for 

the heating system. This model can be used to improve the 
system efficiency.
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1. INTRODUCTION

The Iraqi population consists of  several ethnic gatherings, 
including Arab Muslim Shiite, Arab Muslim Sunnis, Kurds, 
Assyrian, Turkoman, Chaldean, Armenian, Yazidi, Sabean, 
and Jews. Arabic is the language used in many regions and 
Kurdish is the official language in Kurdistan [1], and overall 
designing a curcuilm of  using technology will help each 
ethnic group to express their culture globally with using 
technology; the key is to be a technology-based classroom 
context where each individual can work and develop ideas. 
Thus, technology-based classroom can bring together this 
melting pot in a diverse country such as Iraq with diverse 

students in the university. MIT professor Seymour Papert 
had presented among great debate that the kids were to use 
computer in their learning. What was all the more shocking 
was the progressive route in which he led his classes, in open 
investigation of  learning and information that exemplified 
the general population’s PC development of  the 1960s. This 
scene summed up the significance of  the change of  training 
and a move in pondering training that fits so well for a fates 
approach [2].

Thus, could a similar case be witnessed in Kurdistan 
and/or Iraq? Lei and different researchers demonstrate the 
significance of  utilizing computer technology in learning 
and profitability. Furthermore, innovation is utilized as a 
part of  instructing and learning techniques in many nations. 
However, not all the university organizations in Iraq utilize 
technologies in their classrooms. This review has taken 
a subjective research approach to examine this issue and 
recognize the reasons of  why the technological tools are 
not utilized to encourage the procedure of  correspondence, 
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improve the strategies for instructing, and enhance the 
students’ learning skills in Iraqi colleges and personnel [3].

2. LITERATURE REVIEW

A. Technology and Information Age
During the previous 50 years, electronic devices (radio, TV, 
PCs, satellite, and so forth) were the focal instruments and 
correspondence advances in assisting with transmitting the 
information to the individuals [4]. The information age 
has brought new challenges since 1950 where individuals 
might want to have multimedia sources accessible for them 
to utilize. The term is used to describe a cybernetic society, 
which relies upon computer and information transmission.

The commonplace casing of  understanding a modern 
culture depends on the human work and the machines 
they use to deliver products. In the light of  the consistent 
changes over decades, geographic hindrances are being 
broken down, and the connection between the employees 
and their working environment is evolving quickly. New data 
Information Technology (IT) and types of  correspondence 
have developed to take care of  issues and set new bearings 
for issues that have been around for quite a while. If  we 
take education, for example, we will see that individuals 
can read, compose, sort, and print by utilizing computer 
literacy [5]. In many societies, the nature and capacity of  
technology have changed using computerized advancements 
in correspondence and in keeping people in general educated 
on matters of  open significance [6].

IT is the reason for changes for the dominant part of  
businesses. IT is a strategic tool, and without information 
and technologies, changes are unrealistic especially in a 
modern age. In the recent years, a large portion of  the 
enterprises everywhere worldwide utilized telecommunicated 
systems of  computers at the center of  information systems 
and communication processes. The development of  new 
technologies makes educating and correspondence all the 
more effective and less demanding. Technologies do not 
take care of  the social issues, but rather a crucial instrument 
for improvement and creativity in education in society [7]. 
Research has demonstrated that the utilization of  innovation 
serves massively crucial by encouraging the learning process 
where it associates workforce and students with the world. 
In addition, technology can offer assets and encounters 
that books are not ready to offer. Computer technology 
can likewise help with data analysis. They can encourage the 
administration of  vast volumes of  information and empower 

staff, students, or analysts to find, mark, and gather distinctive 
mixes of  portions of  literary information [8].

B. The Futures of Educations
The use investigating the morally stable points of  UNESCO’s 
Educating process for a Sustainable Future [9], or the Global 
Challenges training and learning uncovers the principal and 
effectiveness of  human association with instruction and 
the importance of  training as an extensive advancement 
apparatus for social monetary change, that is repeated 
solidly [10]. Training in this regard is one of  the problems 
needs to be addressed when tending to change and what’s 
to come. It is clear that the educational systems do not set 
us up for the rising pluralistic, interconnected, and complex 
world. They unquestionably do not set us up for apparently 
interminable change, insecurity, or more all, instability [11].

Educators and education structures, then need to address this 
issue of  managing ceaseless change and its complexities, new 
establishments for training. Hicks and Gidley maintain that if  
teachers do not help youngsters to feel engaged in connection 
to their future and future change, then, it can be contended, 
they will have bombed in their obligation to the present era 
of  learners [12]. Thus, these are heated words that place the 
future eras at the wheel of  education and its key approach, 
as the experience of  instruction will shape them, in their 
expert capacity as well as in their exceptional character, as 
the Finnish instruction service shows that training basically 
constructs personality. The moral and good obligation in 
view of  future lives and personalities then could not be as 
vital or as esteem driven.

C. Education in Iraq
Iraq government requires all qualified matured kids to go 
to grade school. This helped establish the framework for a 
standout among the most created and proficient populaces 
in the area. Amid the times of  1970-1984, a period some 
recognize as the country’s “Brilliant years,” education system 
increased huge initiative acknowledgment in Middle East. 
Today, the Ministry of  Education (MOE) and Ministry 
of  Higher Education and Scientific Research (MOHESR) 
and Ministry of  Higher education of  Kurdistan Region 
Government (MOH-KRG) deal with the Iraqi instruction 
framework [13]-[15].

D. Computers in the Classroom
In a presentation on education and learning in 1990, Seymour 
paper questioned what specialists, futurists, and prophets 
are asking  - what will it resemble? What kind of  a world 
will it be? Furthermore, he states that these could be wrong 
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sort of  things to ask, as they are all wrong, he said that “the 
question is definitely not What will the computer do to 
us?” The question is “The thing that we will make of  the 
computer?” The fact of  the matter is defined not to foresee 
the computer future [16]. The substance of  this is the vital 
position in which training ought to be viewed as proactive 
and authoritative, that diagram two distinctive perspectives 
of  education, one that is repetitive knowledge based, and 
the other that is an experience based learning. That the 
adjustments in our condition do not simply happen to us 
and impact us, however, we likewise play a part in influencing 
them. This fits extremely well for a prospect’s point of  view 
and helps in exploring moral issues managing technology 
and education.

On account of  this we can get better engagement with kids 
as dynamic learners and their enabling perspective of  training 
that is exploratory in nature. The landing of  the computer 
in the classroom, blended up with solid moral inquiries 
regarding the significance of  information, educating, and 
discovering till the present time serves as a key issue that 
raises key inquiries, for and against technology. We can see 
this sort of  viewpoint today in moral discourses about kids 
bringing individual innovations such as Mobile smart phones 
into the classroom. One proposed enactment for instance, 
announced in the news as of  late, recommended that they 
ought to confiscate smart-phones since they would be a 
diversion to learn, or that students were tricked in some way, 
which in particular moral cases are genuine issues confronted 
for conventional education learning settings [16]. Embracing 
childhood and youth as engaged through digital media, 
and consequently for instructive arrangement reflects their 
strengthening. It recognizes the requirement for a “quiet 
revolution” in education that saddles the impressive limits 
of  youngsters and youngsters to take part in and coconstruct 
conceivable future [17].

E. Internet Revolution in Iraq
In recent years, the Internet technology as methods for 
communication and its users have been growing drastically. 
The number of  users in Iraq increased after the 2003 war 
because there were rules feeding using internet [18].Currently, 
the Internet circumstance is enhanced significantly as there 
are presently there are many [19]. The last information 
gathered in regards to non-military personnel access to the 
Internet was in 2017 and around then roughly 6.381 million 
Iraqis had home web, positioning 87th  for Internet access 
globally [19]. While this is a an improvement, individuals 
get to independent companies, educational institutions, 
and government framework and keep on crippling Iraq in 

turning out to be globally competitive. The United States (US) 
government welcomed the financial specialists and enormous 
organization to invest in Iraq to begin the procedure of  
the country’s reconstruction. In 2004, the United Nations 
Development Group Iraq Trust Fund (UNDG ITF) began in 
Iraq. UNDG ITF is one of  the International Reconstruction 
Fund Facility for Iraq (IRFFI). The Iraqi government 
counseled with the United Nations and the World Bank to 
plan the IRFFI and open the entryways for contributors 
and global sources to bolster Iraq’s reconstruction activities 
including technology implementation projects [20].

F. Social Media in Iraq
Researchers have been inspecting the part that web-based 
social networking plays in the higher education classroom. 
A portion of  the work has highlighted the full of  feeling 
results of  Social Network Sites coordination. A  couple 
thinks about examined learning results and understudy 
accomplishment in relating to the instructive utilization 
of  online networking in school courses. While the lion’s 
share of  studies detailed positive evidence, there was proof  
of  downsides too. Education system does tend toward 
investigating and developing technologies as new or enhanced 
apparatuses to upgrade instruction and learning.

Web-based social networking has developed as a profoundly 
valuable individual correspondence technology. Although the 
foundation to bolster web-based social networking’s nearness 
exists in many colleges today, teachers have been moderate 
in receiving the instrument as an instructive one.

A few, obviously, are not willing to acknowledge the apparatus 
unlimited power favoring theoretical or pragmatic reasons 
for an implementation [21]. Adding to that there are many 
students and undergraduates who spent a lot of  time on 
social network, making many groups of  study. Many lecturers 
also have been interacting about the subjects, assignments, 
and courses on social media guiding and giving the students 
instructions [22].

3. METHODOLOGY

The aim of  this research is to recognize the difficulties that 
face the universities administrations from implementing the 
computer technology in every classroom. This study attempts 
to answer the accompanying research question: Why the 
technology is not implemented yet in the classroom settings 
in the Iraqi and KRG colleges? This review takes after a 
qualitative research way to examine the issue.
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G. The Iraqi Education System
The models in country risk analysis, for example, the 
Economic Intelligence Unit, Business Environment Risk 
Intelligence, and Euro money help organizations and their 
administrations see well which nation is a decent market 
for speculation and which one is not to maintain a strategic 
distance from misfortunes to their organizations. These 
models function as a hazard appraisal to help firms in 
settling on market passage choices, operations principles, 
and leave procedure choices. These models and strategies 
incorporate essential data on Iraq’s political circumstance, 
legal, investment overview, social, cultural, environmental, 
and geological dangers of  the nation. The reports on Iraq 
from these models were not positive which make it harder 
for the Iraqi government to move quickly with the innovation 
execution extends in the scholarly organizations. In spite 
of  the fact that the utilization of  computer technology in 
classroom settings can help in encouraging the educating and 
enhancing the student’s learning aptitudes, the classrooms 
in Iraqi universities still do not have the accessibility of  
this technology because of  a few difficulties that the nation 
faces. These difficulties will be clarified in the accompanying 
sections.

4. RESULTS AND DISCUSSIONS

We as the researchers of  this paper, have been observing some 
English and computer teaching classes in some of  Kurdistan 
universities such as University of  Human Development as a 
private one and Sulimanya university as the state University 
in Iraq. The English training in Iraq depends on conventional 
instructional strategy and generally the class size is extensive. 
The quantity of  students is around 30-50 in each class. The 
technique in which the understudies learn English is an 
educator focused. Perusing understanding takes a substantial 
piece of  class time and linguistic use is essential. Talking and 
listening appear to be disregarded in showing English as an 
outside dialect in Iraq. Moreover, little gathering work, which 
is common with the communicative teaching method (the 
strategy more generally acknowledged by remote language 
instructors these days), is disregarded in the Iraqi classroom, 
which is also teacher-centered instead of  student-centered. 
Regarding the programming teaching, Mazen experienced the 
lack of  infrastructure for students to publish their software 
product and no support from government as small business 
projects [23]. As interview with several professors, they do 
not use the computer technologies to encourage learning 
through online talk bunches, watching the recordings and 
clasps inside the classroom, talking and recordings, and so on 

because of  the absence of  language laboratories or computer 
technology in classrooms. This issue is as yet present in Iraq 
till now the same number of  my associates who still sit-in 
Iraq told me of  these ongoing problems.

Getting to online instructional materials and the utilization 
of  Blackboard apparatuses in Iraqi organizations is as yet 
not accessible to all public and private universities in Iraq. 
However, University of  Human development uses Moodle 
tool. Moodel is used as an open source for our teaching using 
online forums, assignments, and online quizzes. In addition, 
we have experience using social media for group working as 
an effective method in learning process [24]. The Iraqi and 
the US governments have been attempting to modernize the 
instructional framework and to improve online instructive 
libraries. This incorporates building instructive organizations 
among Iraqi and US schools, trade projects and going by 
researchers, and supporting Iraqi understudies and instructor 
to examine or to get prepared in the US foundations. In spite 
of  the fact that this support is exceptionally useful, the overall 
progress is very slow [25].

5. CONCLUSIONS AND RECOMMENDATIONS

The research findings show that if  country risk analysts 
contrast Iraq’s education, technological status with other 
developed countries such as the USA, they can see that getting 
to online instructional materials in Iraqi establishments is still 
not of  that high quality, and the nation’s current educational 
and media communications infrastructure is weak. In 
addition, Iraq confronts various difficulties after the 2003 
war. One of  these difficulties was to recover the unmistakable 
quality that its instruction framework once held in the Middle 
East, the need to construct the foundation limit of  schools, 
and furthermore to enhance instructor preparing programs 
at all levels [26].

In view of  the unsecure circumstance and the political 
instability in Iraq, it is difficult to execute technology in all 
schools in a short time. Therefore, the alternatives recognized 
are to have a PC laboratory, technology tools, and the internet 
in each school as an initial step to encourage learning and 
instructing. Having such a lap is an essential official unit unlike 
Smartphone. Having Internet café undergrad and graduate 
students to use for their class study and research. Since so 
many students have Smartphone and tablets, the use of  
internet and the technology-based classroom becomes easy 
if  there are adopted mechanisms. The recommendations 
outlined in this research are as follows: The universities must 
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have a correct time span for finishing the outline and the cost 
of  their technology-based systems, classrooms, and project. 
It ought to likewise determine which schools that can profit 
by the technology implementation. There ought to likewise 
be a political strength and security in the nation to ensure 
the specialists and associations that will take the venture 
and play out the business. The universities have likewise to 
empower Iraqi lecturers and students to go to workshops 
and gatherings to acquire information and improvement. 
MOE and MOHESR may contract worldwide staff  and 
personnel to help with the educational development process 
and technology used in classrooms. Sending Iraqi students 
to consider in foreign countries will be an advantage for the 
country once they come back to exchange with the nearby 
staff  their own experiences and knowledge. We recommend 
the other public and private university using new technological 
tools for their educational process. For instance, university 
of  Human Development has used Moodle tool as an open 
source for their students which has positively affected 
the capabilities of  interact with the students and teaching 
activities in university and later outside the university [24]. 
This system is upgrade to Google applications and all the 
students have their own university account and it will be 
configured to Google class next year. Furthermore, students 
can use many social media applications for educational 
communication such as Facebook, Viber, and many more.
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1. INTRODUCTION

Ultrasound imaging regarded as a boon to study the internal 
tissues of  a human body for different purposes, especially 
for the pregnant women because of  its several advantages 
as comparing with computed tomography (CT), magnetic 
resonance imaging (MRI), and positron emission technology 
(Ransley 1990). However, it is consider as one of  the best 
methods of  diagnostic scanning tools but the presence of  
multiplicative speckle noise which is difficult to model in 

real time that affects the visual quality of  the ultrasound 
images, especially in two dimensional (2D) ultrasound. The 
extensive research done by the researchers at device level 
led to the introduction of  the three dimensional and four 
dimensional [3]. Ultrasound scanning is one of  the best 
methods for detecting many diseases related to the internal 
organs, one of  the most important defects that can be 
diagnosed clearly by ultrasound scanning is pelviureteric 
junction (PUJ) dilatation. Congenital and acquired (PUJ) 
obstruction can be treated with balloon dilatation, using 
a Fogarty/Gruntzig catheter introduced through the 
cystoscope in children.

Mahant et al. [4] stated that PUJ dysfunction is one of  the 
common causes of  renal hydronephrosis. Other causes, 
which are usually associated with hydroureter as well 
hydronephrosis, include bladder pathology vesicoureteric 
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obstruction and vesicoureteric reflux. Common causes of  
PUJ dysfunction include intrinsic stenosis is indicated in 
patients with pain, infection or hematuria, fever, back pain, 
dysuria, and hypertension in severe cases. Surgery may be 
performed open or laparoscopically.

2. ANATOMY

A. Location
Kidneys are located on the posterior abdominal wall, with 
one on either side of  the vertebral column and perirenal 
space. Kidneys normally are lie on the quadratus lumborum 
muscles, the long axis of  the kidney is parallel to the lateral 
border of  the psoas muscle, and can be visualized in the first 
trimester by transabdominal scan at 12-13 weeks. In addition, 
the kidneys lie at an oblique angle, that is the superior pole 
is more medial and anterior than inferior renal pole. Right 
kidney usually lies slightly lower than left kidney due to the 
right lobe of  the liver (Bems 2014).

B. Structure
Renal shape looks like a bean-shaped with a superior and an 
inferior pole. The mid portion of  the kidney is often called the 
midpole. In adults, each kidney is normally weighs 150-260 g 
and 10-15 cm in length, 3-5 cm in width. The left kidney 
is usually slightly larger than right. Moreover, kidney has a 
fibrous capsule, which is surrounded by pararenal fat. The 
kidney itself  can be divided into renal parenchyma, consisting 
of  renal cortex and medulla, and the renal sinus containing 
renal pelvis, calyces, renal vessels, nerves, lymphatics, and 
perirenal fat. Renal parenchyma consists of  two layers: 
Cortex and medulla. Renal cortex lies peripherally under 
the capsule while the renal medulla consists of  10-14 renal 
pyramids (renal filters), which are separated from each other 
by an extension of  renal cortex called renal columns. Urine 
is produced in the renal lobes, which consists of  the renal 
pyramid with associated overlying renal cortex and adjacent 
renal columns. Each renal lobe drains at a papilla into a minor 
calyx, four or five of  these unite to form a major calyx. Each 
kidney normally has two or three major calyxes, which unite 
to form the renal pelvis, furthermore proximal ureter is 
connecte or started from renal pelvis which make a PUJ. The 
renal hilum is the entry to the renal sinus and lies vertically at 
the anteromedial aspect of  the kidney. It contains the renal 
vessels and nerves, fat and the renal pelvis, which typically 
emerges posterior to the renal vessels, with the renal vein 
being anterior to the renal artery. Renal function is removing 
excess water, salts, and wastes of  protein metabolism from 
the blood.

Diagnostic imaging of  kidney:
•	 X-ray 
•	 MRI
•	 CT scan
•	 Ultrasound.

3. METHODOLOGY

Ultrasound is used to detect urinary tract infections (UTI), 
one of  the most important renal diseases is PUJ dilatation 
which can be defined by ultrasound clearly if  the image quality 
is high, in this study 2D ultrasound used for scanning, the 
scanning procedure starts using convex probe (transducer), 
with 3.5 MHz frequency, time gain compensation total gain 
compensator should be adjusted according to each patient, 
then applying translucent gel to the patient abdominal skin 
who requested to be in supine position.

Scanning point for the kidneys starts from both sides of  the 
abdomen, which called also upper loin, scanning windows 
should be from three points as general, anterioposterily, 
lateromedially, and posteriomedially. With oreintations and 
angulations to obtain the best image in which PUJ should 
be clearly defined. 1357 patients scanned by ultrasound in 
Harer general hospital/Erbil/Kurdistan/Iraq for general 
abdominal scanning, 987 cases among them have detected 
as UTI cases among this 987 case there were 73 case of  
them with PUJ dilatation. The 2D ultrasound images saved 
and transmitted to a computer to be processed by applying 
different types of  filters to improve image quality, and finally 
comparing between filters types to choose the best type with 
best image quality of  detecting PUJ dilatation. Different types 
of  filters (HE, ADH, CLAHE, and Wiener) used to enhance 
2D ultrasound images of  (4) abnormal kidneys making image 
enhancement.

The contrast enhances techniques performed through some 
operations such as point operations are referred to as gray-
level transformations or spatial transformations. They can 
be expressed as:

g(x,y) = T[f(x,y)]� (1)

Where g(x,y) is the processed image, f(x,y) is the original 
image, and T is an operator on f(x,y). Since the actual 
coordinates do not play any role in the way the transformation 
function processes the original image, equation (1) can be 
rewritten as:

s = T[r]� (2)
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Where r is the original gray level of  a pixel and s is the 
resulting gray level after processing.

Point transformations may be linear (e.g., negative), piecewise 
linear (e.g., gray-level slicing), or nonlinear (e.g., gamma 
correction).

Contrast adjustment is one of  the most common applications 
of  point transformation functions (also known by many 
other names such as contrast stretching, gray-level stretching, 
contrast adjustment, and amplitude scaling). One of  the 
most useful variants of  contrast adjustment functions is 
the automatic contrast adjustment (or simply autocontrast), 
a point transformation that—for images of  class uint 8 in 
MATLAB—maps the darkest pixel value in the input image 
to 0 and the brightest pixel value to 255 and redistributes the 
intermediate values linearly. The autocontrast function can 
be described as follows:

min
max min

L-1
S= (r r )

r r
−

− �
(3)

Where r is the pixel value in the original image (in the [0, 255] 
range), rmax and rmin are the values of  its brightest and darkest 
pixels, respectively, s is the resulting pixel value, and L-1 is 
the highest gray value in the input image (usually L = 256). 
MATLAB has a built-in function imadjust to perform 
contrast adjustments.

Power law (gamma) transformations is given by the following 
transformation function:

s = c • rγ� (4)

Where r is the original pixel value, s is the resulting pixel value, 
c is a scaling constant, and γ is a positive value.

Histogram equalization is one of  the well-known 
enhancement techniques. In histogram equalization, the 
dynamic range and contrast of  an image is modified by 
altering the image such that its intensity histogram has a 
desired shape. This is achieved using cumulative distribution 
function as the mapping function. The intensity levels are 
changed such that the peaks of  the histogram are stretched 
and the troughs are compressed. If  a digital image has 
N pixels distributed in L discrete intensity levels and nk 
is the number of  pixels with intensity level ik and then 
the probability density function of  the image is given by 
equation (5). The cumulative density function is defined in 
equation (6):

k
i k

n
f ( i )=

N �
(5)

k
k k i jj=0

F ( i ) f ( i )=∑
�

(6)

Although this method is simple, since the gray values are 
physically far apart from each other in the image. Due to this 
reason, histogram equalization gives very poor result images 
(Sasi and Jayasree, 2013).

Adaptive Histogram Equalization (AHE) is a method of  
contrast enhancement. It is different from ordinary histogram 
equalization. In adaptive method, many histograms are 
computed where each histogram corresponds to a different 
section of  image. Hence, AHE improves the local contrast of  
an image and more details can be observed. With this method, 
information of  all intensity ranges of  the image can be viewed 
simultaneously. There are many ordinary display devices that 
are not able to depict the full dynamic intensity range. This 
method brings a solution to this problem. Other advantages 
include that it is automatic (i.e., no manual intervention is 
required) and reproducible from study to study [DOI, Kunio 
1996] (DOI 1996).

Apart from the advantage of  local enhancement, AHE method 
has some limitations also. This method works too slowly on 
a general purpose computer although it works correctly. As 
enhancement is carried out in a local area, AHE tends to over 
enhance the noise content (Gupta and Kaur, 2014).

4. RESULT AND DISCUSSION

Four different types of  filters used to enhance the images 
which are (HE, ADH, CLAHE, and Wiener) after image 
processing completed results showed that (HE, and ADH) is 
the best method to be used for detecting this renal problem 
as in (HE) filter PUJ, renal cortex, and renal pelvis is very 
clear to be defined in all of  the images, furthermore using 
(ADH) PUJ, renal cortex and renal pyramids can be clearly 
defined. While pictures that used (CLAHE), and (Wiener) 
types of  filter shows poor quality of  the PUJ borders, and 
somewhat blurring with more noises compared with (HE 
and ADH). As the figures show in Fig. 1-8.

5. CONCLUSION

Image processing is a revolution in imaging as general, 
especially in the medical imaging due to the options that 
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Fig. 1. Original two-dimensional ultrasound image shows simple (mild) 
pelviureteric junction dilatation

Fig. 3. Original two-dimensional ultrasound image shows 
mild–moderate dilatation in pelviureteric junction

Fig. 5. Original two-dimensional ultrasound image shows moderate 
dilatation of pelviureteric junction

Fig. 4. (a-d) Image treated with the four filter types
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Fig. 2. (a-d) Image treated with the four filter types
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Fig. 6. (a-d) Image treated with the four filter types
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provides to medical doctors and sonographers, so that in 
this study after saving 2D ultrasound images, different types 
of  filters used to enhance those images, and improve its 
quality to be easier for diagnosis four different abnormal 
images of  PUJ dilatation selected from all the patients who 
scanned, each case with different level of  dilation from mild 
to moderate and sever.
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1. INTRODUCTION

Biosensors can sense single molecule through using 
nanopores. They may sense unlabeled biopolymers such as 
DNA and RNA and single proteins. The sensing takes place 
when ion currents reduced largely due to blocking pores 
by passing molecules [1]. The nanopore diameter is very 
important for sensing molecules. The main step for finding 
that is through using segmenting of  them from scanning 
electron microscope (SEM) image.

Image segmentation defined as dividing images into 
multiple parts that have homogeneity in pixel intensity, 
color, or texture [2]. One of  the simple, sometimes useful, 

segmenting methods is threshold technique. However, it 
is time-consuming for its strategy based on trial and error 
method, and for sometimes, a single threshold value does not 
work well, especially, for a series of  image frames of  video 
data. Akhtaruzzaman et al. [3] used an automated threshold 
detection on a video which is a series of  image frames of  
human walking to segment human lower limbs. They applied 
automated threshold detection to convert the image frames 
into grayscale image, line fill algorithm to smoothing the edges 
of  object, and remove background to get out the object.

In general, image enhancing through denoising is an 
important previous step before segmenting objects. One 
of  the denoising filters is bilateral filter which reduces noise 
with remaining sharp edges of  the objects. Besides, Nguyen 
et al. [4] denoised specific artifacts and segmented the full 
body bone structure by employing 3D bilateral filter and 3D 
graph-cut, respectively. On the other hand, Sahadevan et al. [5] 
increased the accuracy of  super vector machine classifier 
using a bilateral filter which merges spatial contextual 
information to spectral domain.
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Another method of  segmentation is K-means which put the 
image into multi cluster of  pixels according to factors such 
as their intensities. Chen et al. [6] propose a semiautomatic 
segmentation method, using K-means, to determine object’s 
mean temperature and variance through segmenting contours 
of  thermal images taken by the optical camera.

Fu and Wang [7] applied expectation maximization-
Gaussian mixture model (EM-GMM) on color images to 
segmenting them, and their results approve the power of  
it. The EM-GMM and fuzzy-C-means (FCM) methods are 
widely used in image segmentation. However, they have a 
major drawback for their sensitivity to the noise. Kalti and 
Mahjoub [8] proposed a variant of  these methods to resolve 
this problem. Their results showed improvement compare 
to standard version of  EM-GMM and FCM.

Several researches work to find geometrical structures 
of  nanopores. Alexander et al. [9] computed nanopore 
size, perimeter, and some other geometric features using 
histogram equalization, morphological, and statistical 
operations. In another work, that done by Phromsuwan 
et al. [10], size of  nanopores of  SEM images obtained through 
using morphological and Canny edge detector techniques. 
Parashuram and Vidyasagar [11] used morphological and 
global thresholding for obtaining nanopore diameter and 
statistical features. Same authors with Muralidhara [12] using 
same operations to obtain perimeter of  the nanopores. It can 
be realized that all above methods using methods that need 
trial and error parameters to give proper results.

This work aims to find semiautomatic algorithm to find 
diameter of  nanopores of  SEM images through examine four 
segmenting techniques. The performance will be evaluated 
objectively, and the average of  nanopore’s diameter will be 
computed.

2. MATERIALS AND METHODS

Three SEM images of  the nanopores anodic alumina 
film [13] used in this study for segmenting by our segmenting 
techniques and compute their diameters and number of  pores. 
They consist of  three SEM images with different widening 
times, namely, 0, 10, and 20 minutes as shown in Fig. 1.

The images segmented by four methods. The simple method 
is thresholding method that used here as ground truth images 
for objective evaluating of  other segmenting methods. The 
second and third segmenting methods utilize bilateral filter, 

k-means, as the first step and using region selector as the 
second step. The fourth one is segmenting images using 
EM-GMM (Fig. 2).

Thresholding is a technique of  selecting optimum gray level 
value which separates the region of  interest from other 
regions. Thresholding produced binary images from gray level 
by making pixels lower or greater than a gray level value to 
zero and other remaining pixels to one. If  g(x, y) is threshold 
output of  an input f(x, y) at specific input gray level value T, 
it can be described as [14] follows:

g x, y =
f x, y > T

otherwise
( ) ( )




1

0
� (1)

K-means method divides pixels into a number of  separate 
clusters. It’s algorithm consists of  two steps. First, it finds 
k centroid (k number of  clusters) for pixels of  the image, 
and second, relate each pixel to a centroid through using 
different methods of  computing distance between them. 
Euclidean distance may be used to measure distance, and it 
defined as follows:

d=||p (x,y)−ck||� (2)

Where p(x, y) is an input pixel to be cluster and ck is the cluster 
centers. After grouping pixels into k sets (i.e. clusters), new 
Euclidean distance evaluated between each center and pixels, 
so pixels assigned to the minimum Euclidean distance [15].

The bilateral filtering is a technique for smoothing and 
sharpening edges of  an image. It obtained by applying one 
Gaussian filter for obtaining the spatial domain and another 
one for intensity domain. The filter output of  s pixel is given 
by following equation:

J s = 1
K(s)

(p s)(I I )Ip p s p( ) ∑ − −∈∅ � (3)

Where K(s) is normalization expression:

K s = f(p s)g(I I )p p s( ) ∑ − −∈∅ � (4)

Where f  and g are Gaussian, in the spatial domain and 
in the intensity domain, which represents the range filter, 
respectively [16].

Region selector method uses roicolor command in Matlab 
which select wanted region according to color or intensity 
levels in grayscale image.
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Fig. 1. Four segmentation methods for three scanning electron microscope images with pore widening times: (a) 0 min, (b) 10 min, and (c) 20 min 
(Scale bar = 500 nm) [13]

cba

The GMM consists of Gaussian distributions that defined 
as follows: f x = p N x |Qn k n kk=1

K( ) ( )∑ � (5)
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Where every component of  function N(xn|Θk) is a Gaussian 
distribution which, for a D-dimensional vector x, defined 
as follows:

N x 1
(2p)

1
S

exp - 1
2
x - m (x - m)D/2 1/2

T -1|ΘΘ( ) = ( ) ∑{ }� (6)

Where µ and Σ are a D-dimensional average vector and a 
D × D covariance matrix, respectively. The prior distribution 
πk defines the probability of  noticing xn that belongs to the 
kth class Ωk. It is unrelated to the observation xn. Moreover, 
πk must possess these restrictions:

0 1, ; k =1, Kk kk=1

K
≤ ≤ ∑π π ...., � (7)

After finding the density function for an observation, the 
log-likelihood function of  N observations is as follows:

L N x |k n kk

K

n

N
Θ Θ( ) = ( )

== ∑∑ log( π
11 � (8)

According to Equations 5 and 8, the major feature of  the 
GMM is that its form is too simple and it needs few variables. 
Moreover, when GMM used in image segmentation, the 
correct results obtained if  they unrelated to each other. 
To find the variables (πk, µk, and Σk), the EM step is usually 
applied to get the upper limit of  the log-likelihood function 
in Equation 8. The last probability for expectation stage of  
EM obtained as follows:

p |x
N x

N x
t

k n
k n k

j=

K
j n j

Θ
Θ

Θ
( ) = ( )

( )∑
π |

|
1
ππ

� (9)

In the maximization step of  EM, the parameters (πk, µk, and 
Σk) are changed iteratively through the following formulas:

πk
t+1 n

N t
k n n

n

N t
k n

p x X

p |x
=

( )
( )

=

=

∑
∑

1

1

ΘΘ

ΘΘ

|
� (10)

ΣΣk
t n

N t
k n n k n k

T

n

N t
k n

p |x �(x - m )(x - m )

p x
+ =

=

=
( )

( )
∑

∑
1 1

1



 |
� (11)

πk
t+1 n

N t
k np x

N
=

( )
=∑ 1

ΘΘ |
� (12)

Where t denotes the iteration value. The loop is stopped in 
the convergence condition. The value from Equation 9 for 
maximum posterior criterion used to get the class label for 
each pixel [17].

A. Rand Index
The Rand index, which founded by William Rand, used for 
the comparison of  two arbitrary segmentations using pair-
wise label relationships. It obtained by division of  the number 
of  pixel pairs that have the same label relationship in both 
segmentations. The nuv is the number of  points labeled u in 
S and that labeled v in S’. The labeled points u in the first 
part of  S, and labeled points v in second part S’ are termed 
as nu■ and n■v, respectively. Afterward:

nu■=∑vnuv	 n■v=∑unuv� (13)

Clearly ∑unu■=∑vnu■=N is the entire data points. Hence, the 
Rand index is as follows:

R S,S

n n n

N(N -1) / 2

' u u

2

v u

2

u,v uv

2

( ) = −
+( ) −∑ ∑ ∑

1

1

2
� � �

� (14)

The R-index is 1 when both segmentations have total 
similarities and 0 for zero ones. This type of  similarity 
measurements takes small running time when unique labels 
in S and S’ are smaller than total data numbers N [18].

3. RESULTS AND DISCUSSION

All three SEM images segmented using threshold technique 
obtained after a large number of  trial and error for optimize 
threshold intensity pixel value, morphological operation, and 
removing small objects. They considered as ground truth 
images through visual perception to objective evaluating 
other segmenting methods (Fig.  1). The results of  other 
segmenting methods are shown in same figure too.

Fig.  1a shows SEM that suffers from some noise effect. 
The Wiener filter and adaptive histogram equalization used 

Fig. 2. Image processing steps for different segmentation methods
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Fig. 3. (a-c) Total counting nanopores and distribution of nanopore sizes for threshold segmenting (ground truth image) and expectation 
maximization-Gaussian mixture model (higher R index) for all three scanning electron microscope types

a cb
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for denoising and contrast enhancement before segmenting 
by threshold technique. Nevertheless, it still effects on 
segmenting by other methods.

Fig.  1b and c show good segmenting for all segmenting 
methods. Fig. 3 presents all three images that segment by 
threshold, ground truth image, and EM-GMM, higher R 
index, that number labeled each pore. Furthermore, the 
distribution of  pore size which mentioned showed in same 
figure. They can be fitted mainly as Gaussian distribution as 
appear charts of  Fig. 3 and that in agreement with what in 
results of  Macias et al. [13].

The time consuming for running code, Rand index, number, 
and diameter of  nanopores for segmenting methods and for 
all three SEM images presented in Table I. The obtained 
results for diameter of  nanopores are in a good agreement 
with Macias et al. [13] results for threshold segmenting and 
smaller for EM-GMM segmenting. The method of  analysis 
SEM images in mentioned reference is unknown. The 
EM-GMM is semiautomatic method, with high R index, 
and relatively smaller time consuming is better than other 
segmenting methods studied here.

4. CONCLUSION

Four different segmenting methods are applied on three 
SEM images with various time widening pores 0, 10, and 
20 minutes. It can be noticed that the threshold segmenting 
possesses good results, but perhaps, it needs a large number 

of  trial and error for choosing optimum threshold pixel 
intensity and needs also morphological operation and 
removing small objects. The authors also concluded that 
the EM-GMM is superior than bilateral filter and K-means 
with region selector, since it has higher R index than them. 
Consequently, their segmenting results used for pore counting 
and computing their diameters. Likewise, it has relatively small 
time consuming of  running. Accordingly, EM-GMM can be 
used professionally for segmenting SEM images and finding 
number of  pores and their diameters.
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