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Introduction 

UHD Journal of Science and Technology (UHDJST) is a semi-annual journal published by the 

University of Human Development, Sulaymaniyah, Kurdistan Region, Iraq. UHDJST member of 

ROAD, e-ISSN: 2521-4217, p-ISSN: 2521-4209 and a member of Crossref, DOI: 10.21928/issn.2521-

4217. UHDJST publishes original research in all areas of Science, Engineering, and Technology. 

UHDJST is a Peer-Reviewed Open Access journal with Creative Commons Attribution Non-

Commercial No Derivatives License 4.0 (CC BY-NC-ND 4.0). UHDJST provides immediate, worldwide, 

barrier-free access to the full text of research articles without requiring a subscription to the journal, 

and has article processing charge (APC). UHDJST applies the highest standards to everything it does 

and adopts APA citation/referencing style. UHDJST Section Policy includes three types of 

publications: Articles, Review Articles, and Letters. 

By publishing with us, your research will get the coverage and attention it deserves. Open access 

and continuous online publication mean your work will be published swiftly, ready to be accessed 

by anyone, anywhere, at any time. Article Level Metrics allow you to follow the conversations your 

work has started. 

UHDJST publishes works from extensive fields including, but not limited to: 

 Pure Science 

 Applied Science 

 Medicine 

 Engineering 

 Technology 

 

Scope and Focus 

UHD Journal of Science and Technology (UHDJST) publishes original research in all areas of Science 

and Engineering. UHDJST is a semi-annual journal published by the University of Human 

Development, Sulaymaniyah, Kurdistan Region, Iraq. We believe that if your research is scientifically 

valid and technically sound then it deserves to be published and made accessible to the research 

community. UHDJST aims to provide a service to the international scientific community enhancing 

swap space to share, promote and disseminate the academic scientific production from research 

applied to Science, Engineering, and Technology.  

 

SEARCHING FOR PLAGIARISM 

We use plagiarism detection:  detection; According to Oxford online dictionary, Plagiarism means: 

The practice of taking someone else’s work or ideas and passing them off as one’s own. 
 

http://www.oxforddictionaries.com/definition/english/idea
http://www.oxforddictionaries.com/definition/english/pass#pass
http://www.oxforddictionaries.com/definition/english/pass#pass
http://www.oxforddictionaries.com/definition/english/own
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Section Policies 

No. Title 
Peer 

Reviewed 
Indexed 

Open 
Submission 

1 
Articles: This is the main type of publication that 
UHDJST will produce    

2 
Review Articles: Critical, constructive analysis of the 
literature in a specific field through summary, 
classification, analysis, comparison. 

   

3 
Letters: Short reports of original research focused on 
an outstanding finding whose importance means that 
it will be of interest to scientists in other fields. 

   

 

PEER REVIEW POLICIES 

At UHDJST we are committed to prompt quality scientific work with local and global impacts. To 

maintain a high-quality publication, all submissions undergo a rigorous review process. 

Characteristics of the peer review process are as follows: 

 The journal peer review process is a "double-blind peer review". 
 Simultaneous submissions of the same manuscript to different journals will not be tolerated. 
 Manuscripts with contents outside the scope will not be considered for review. 
 Papers will be refereed by at least 2 experts as suggested by the editorial board. 
 In addition, Editors will have the option of seeking additional reviews when needed. Authors 

will be informed when Editors decide further review is required. 
 All publication decisions are made by the journal's Editors-in-Chief on the basis of the 

referees' reports. Authors of papers that are not accepted are notified promptly. 
 All submitted manuscripts are treated as confidential documents. We expect our Board of 

Reviewing Editors, Associate Editors and reviewers to treat manuscripts as confidential 
material as well. 

 Editors, Associate Editors, and reviewers involved in the review process should disclose 
conflicts of interest resulting from direct competitive, collaborative, or other relationships 
with any of the authors, and remove oneself from cases in which such conflicts preclude an 
objective evaluation. Privileged information or ideas that are obtained through peer review 
must not be used for competitive gain. 

 Our peer review process is confidential and the identities of reviewers cannot be revealed. 

Note: UHDJST is a member of CrossRef and CrossRef services, e.g., CrossCheck. All manuscripts 

submitted will be checked for plagiarism (copying text or results from other sources) and self-

plagiarism (duplicating substantial parts of authors' own published work without giving the 

appropriate references) using the CrossCheck database. Plagiarism is not tolerated. 

For more information about CrossCheck/iThenticate, please visit 

http://www.crossref.org/crosscheck.html. 

http://www.crossref.org/crosscheck.html
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OPEN ACCESS POLICY 

This journal provides immediate open access to its content on the principle that making research 

freely available to the public supports a greater global exchange of knowledge. 

Open Access (OA) stands for unrestricted access and unrestricted reuse which means making 

research publications freely available online. It access ensures that your work reaches the widest 

possible audience and that your fellow researchers can use and share it easily. The mission of the 

UHDJST is to improve the culture of scientific publications by supporting bright minds in science and 

public engagement. 

UHDJST's open access articles are published under a Creative Commons Attribution CC-BY-NC-ND 

4.0 license. This license lets you retain copyright and others may not use the material for commercial 

purposes. Commercial use is one primarily intended for commercial advantage or monetary 

compensation. If others remix, transform or build upon the material, they may not distribute the 

modified material. The main output of research, in general, is new ideas and knowledge, which the 

UHDJST peer-review policy allows publishing as high-quality, peer-reviewed research articles. The 

UHDJST believes that maximizing the distribution of these publications - by providing free, online 

access - is the most effective way of ensuring that the research we fund can be accessed, read and 

built upon. In turn, this will foster a richer research culture and cultivate good research ethics as 

well. The UHDJST, therefore, supports unrestricted access to the published materials on its main 

website as a fundamental part of its mission and a global academic community benefit to be 

encouraged wherever possible. 

Specifically: 

 The University of Human Development supports the principles and objectives of Open 
Access and Open Science 

 UHDJST expects authors of research papers, and manuscripts to maximize the opportunities 
to make their results available for free access on its final peer-reviewed paper 

 All manuscript will be made open access online soon after final stage peer-review finalized.  
 This policy will be effective from 17th May 2017 and will be reviewed during the first year of 

operation. 
 Open Access route is available at http://journals.uhd.edu.iq/index.php/uhdjst for publishing 

and archiving all accepted papers,  
 Specific details of how authors of research articles are required to comply with this policy 

can be found in the Guide to Authors. 

 

 

 

http://uhd.edu.iq/
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ARCHIVING 

This journal utilizes the LOCKSS and CLOCKSS systems to create a distributed archiving system 

among participating libraries and permits those libraries to create permanent archives of the journal 

for purposes of preservation and restoration.  

LOCKSS: Open Journal Systems supports the LOCKSS (Lots of Copies Keep Stuff Safe) system to 

ensure a secure and permanent archive for the journal. LOCKSS is open source software developed 

at Stanford University Library that enables libraries to preserve selected web journals by regularly 

polling registered journal websites for newly published content and archiving it. Each archive is 

continually validated against other library caches, and if the content is found to be corrupted or lost, 

the other caches or the journal is used to restore it.  

CLOCKSS: Open Journal Systems also supports the CLOCKSS (Controlled Lots of Copies Keep Stuff 

Safe) system to ensure a secure and permanent archive for the journal. CLOCKSS is based upon the 

open-source LOCKSS software developed at Stanford University Library that enables libraries to 

preserve selected web journals by regularly polling registered journal websites for newly published 

content and archiving it. Each archive is continually validated against other library caches, and if the 

content is found to be corrupted or lost, the other caches or the journal is used to restore it. 

PUBLICATION ETHICS 

Publication Ethics and Publication Malpractice Statement 

The publication of an article in the peer-reviewed journal UHDJST is to support the standard and 
respected knowledge transfer network. Our publication ethics and publication malpractice 
statement is mainly based on the Code of Conduct and Best-Practice Guidelines for Journal Editors 
(Committee on Publication Ethics, 2011) that includes; 

 General duties and responsibilities of editors. 

 Relations with readers. 

 Relations with the authors. 

 Relations with editors. 

 Relations with editorial board members. 

 Relations with journal owners and publishers. 

 Editorial and peer review processes. 

 Protecting individual data. 

 Encouraging ethical research (e.g. research involving humans or animals). 

 Dealing with possible misconduct. 
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 Encouraging debate. 
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 Conflicts of interest. 
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1. INTRODUCTION

Digital image processing plays a significant role in 
various areas such as medical image processing [1], image 
inpainting [2], pattern recognition, biometrics, content-based 
image retrieval (CBIR), image compression, information 
hiding [3], and multimedia security [4]. The retrieval of  
similar images from a large range of  images is becoming a 
serious challenge with the advent of  digital communication 
technology and the growing use of  the Internet. Several 

penetrating and retrieval utilities are essential for end users 
to retrieve the images efficiently from different domains of  
the image databases such as medical, education, weather 
forecasting, criminal investigation, advertising, social media, 
web, art design, and entertainment. The query information 
is either text format or image format. 

Different techniques for image retrieval have been developed 
and they are classified into two approaches: Text-based image 
retrieval (TBIR) and CBIR [5]. TBIR was first introduced 
in 1970 for searching and retrieving images from image 
databases [6]. In TBIR, the images are denoted by text, and 
then the text is used to retrieve or search the images. Such 
a system is text-based search and is generally referred to as 
TBIR. The TBIR method relies on the manual text search 
or keyword matching of  the existing image keywords and 
the result has been dependent on the human labeling of  the 
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A B S T R A C T
Applications for retrieving similar images from a large collection of images have increased significantly in various fields 
with the rapid advancement of digital communication technologies and exponential evolution in the usage of the Internet. 
Content-based image retrieval (CBIR) is a technique to find similar images on the basis of extracting the visual features 
such as color, texture, and/or shape from the images themselves. During the retrieval process, features and descriptors 
of the query image are compared to those of the images in the database to rank each indexed image accordingly to its 
distance to the query image. This paper has developed a new CBIR technique which entails two layers, called bi-layers. In 
the first layer, all images in the database are compared to the query image based on the bag of features (BoF) technique, 
and hence, the M most similar images to the query image are retrieved. In the second layer, the M images obtained from 
the first layer are compared to the query image based on the color, texture, and shape features to retrieve the N number 
of the most similar images to the query image. The proposed technique has been evaluated using a well-known dataset 
of images called Corel-1K. The obtained results revealed the impact of exploring the idea of bi-layers in improving the 
precision rate in comparison to the current state-of-the-art techniques in which achieved precision rate of 82.27% and 
76.13% for top-10 and top-20, respectively.
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images. TBIR approach requires information such as image 
keyword, image location, image tags, image name, and other 
information related to the image. It needs human intervention 
to enter the data of  images in the database and that is the 
difficulty of  the process. TBIR has the following limitations: 
(1) It leads to inaccurate results when human has been doing 
datasets annotation process wrongly, (2) single keyword of  
image information is not efficient to transfer the overall 
image description, (3) it is based on manual annotation of  
the images, which is time consuming [5], [7]. 

To overcome those mentioned limitations of  TBIR, a new 
approach for image retrieval has been invented by researcher 
which is known as CBIR. CBIR can be considered as a 
common tool for retrieving, searching, and browsing images 
of  a query information from a large database of  digital 
images. In CBIR, the image information, visual features such 
as low level features (color, texture, and/or shape), or bag of  
features (BoF) have been extracted from the images to find 
similar images in the database [8]. Fig. 1 shows the general 
block diagram of  CBIR approach [7].

In general, CBIR entails two main steps: The feature 
extraction and feature matching. In the first step, features are 
extracted from a dataset of  images and stored in a feature 
vector. In the second step, the extracted features from the 
query image are compared with the extracted features of  
images in the dataset using certain distance measurement. If  
the distance between feature vector of  the query image and 
the image in the database is small enough, the corresponding 
image in the database is considered as a match/similar image 
to the query image. Consequently, the matched images are 
then ranked accordingly to a similarity index from the smallest 
distance value to the largest one. Finally, the retrieved images 
are specified according to the highest similarity, that is, lowest 
distance value [9]. 

The main objective of  CBIR techniques is to improve the 
efficiency of  the system by increasing the performance 

using the combination of  features [6]. Image features can be 
classified into two types: Local features and global features. 
Local features work locally which are focused on the key point 
in images whereas global features extract information from 
the entire image [10]. When the image dataset is quite large, 
image relevant to the query image are very few. Therefore, 
it is important to eliminate those irrelevant images. The 
main contribution of  our proposed approach is filtering 
the images in the dataset to eliminate/minimize the most 
irrelevant images, then from the remaining images find 
the most similar/match images. In this paper, a new CBIR 
approach based on two layers is developed. The first layer 
aims in filtering the images using (BoF) strategy on the basis 
of  extracting local features, while the second layer aims to 
retrieve similar images, from the remaining images, to the 
query image based on extracting global features such as color, 
shape, and texture. 

The rest of  the paper is organized as follows: Section 2 
presents the literature review, Section 3 gives the background, 
Section 4 addresses the proposed approach in detail, Section 
5 illustrates the experimental results, and finally, Section 6 
presents the conclusion.

2. LITERATURE REVIEW

There are several CBIR techniques proposed for image 
retrieval applications using various feature extraction 
methods. Each of  these techniques competes to improve 
the precision rate of  finding the best similar images to the 
query image. In general, all the CBIR techniques have two 
main steps; the first step is feature extraction and the second 
step is feature matching. This section concerns the review 
of  the most related and important existing CBIR techniques.

The concept of  CBIR was first introduced by Kato in 1992 by 
developing a technique for sketch retrieval, similarity retrieval, 
and sense retrieval to support visual interaction [11]. Sketch 

Query Image

Database of
Images 

Feature
Extraction

Feature
Extraction

Feature
Matching

Retrieved
Images

Fig. 1. General block diagram of content-based image retrieval approach.
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retrieval accepts the image data of  sketches, similarity retrieval 
evaluates the similarity based on the personal view of  each 
user, and sense retrieval evaluates based on the text data and 
the image data at content level based on the personal view. 
In 2009, Lin et al. proposed a CBIR technique depending on 
extracting three types of  image features [12]. The first feature, 
color co-occurrence matrix was extracted as a color feature, 
while for the second feature, difference between pixels of  
scan pattern was used for extracting texture feature, and the 
third feature, color histogram for K-mean was extracted 
which is based on color distribution. Consequently, feature 
selection techniques were implemented to select the optimal 
features not only to maximize the detection rate but also to 
simplify the computation of  image retrieval. In addition, 
this proposed technique further uses sequential for-ward 
selection to select features with better discriminability for 
image retrieval and to overcome the problem of  excessive 
features. Finally, Euclidean distance was used to find the 
similarity in the feature matching step. The results reported 
in this work claimed that the proposed technique reached a 
precision rate of  72.70% for the top-20. 

Huang et al. proposed a new CBIR technique, in 2010, 
in which combined/fused the Gabor texture feature and 
Hue Saturation Value (HSV) color moment feature [13]. 
Furthermore, the normalized Euclidean distance was used 
to calculate the similarity between the feature vector of  the 
query image and the feature vector of  the images in the 
dataset. This proposed technique achieved the precision rate 
of  63.6% for the top-15. In 2012, Singha et al. proposed an 
algorithm for CBIR by extracting features called wavelet 
based color histogram image retrieval as a color and texture 
features [14]. The color and texture features are extracted 
through color histogram as well as wavelet transformation, 
for the combination of  these features is robust to object 
translation and scaling in an image. This technique was used 
the histogram intersection distance for feature matching 
purposes. The results reported in this work claimed that this 
technique achieved a precision rate of  76.2% for the top-10. 
Another CBIR technique was proposed by Yu et al., in 2013, 
that aims to investigate various combinations of  mid-level 
features to build an effective image retrieval system based 
on the BoF model [15]. Specifically, this work studies two 
ways of  integrating: 1- scale-invariant feature transform 
(SIFT) with local binary pattern (LBP) descriptors and, 
2-  histogram of  oriented gradients with LBP descriptors. 
Based on the qualitative and quantitative evaluations on two 
benchmark datasets, the integrations of  these features yield 
complementary and substantial improvement on image 
retrieval even with noisy background and ambiguous objects. 

Consequently, two integration models are proposed, the 
patch-based integration and the image-based integration. 
Using a weighted K-means clustering algorithm, the 
image-based SIFT-LBP integration achieved a precision 
rate of  65% for the top-20. A new CBIR technique was 
proposed by Somnugpong et al., in 2016, by combining color 
correlograms and edge direction histogram (EDH) features 
to give precedence for spatial information in an image [16]. 
Color correlogram treats information about spatial color 
correlation, while EDH provides the geometry information 
in the case of  the same image but different color. Evaluation 
is performed by simple calculation like Euclidean distance 
between the query image and the images in the database. 
Researchers claimed that their proposed technique achieved 
65% of  precision rate for the top-15. In 2018, Al-Jubouri 
et al. proposed a new CBIR technique that addresses the 
semantic gap issue by exploiting cluster shapes [17]. The 
technique first extracts local color using YCbCr color 
space and texture feature using Discrete Cosine Transform 
coefficients. The Expectation-Maximization Gaussian 
Mixture Model clustering algorithm is then applied to the 
local feature vectors to obtain clusters of  different shapes. To 
compare dissimilarity between two images, the technique uses 
a dissimilarity measure based on the principle of  Kullback-
Leibler divergence to compare pair-wise dissimilarity of  
cluster shapes. This work further investigates two respective 
scenarios when the number of  clusters is fixed and adaptively 
determined according to cluster quality. The results reported 
in this work illustrate that the proposed retrieval mechanism 
based on cluster shapes increases the image discrimination, 
and when the number of  cluster is fixed to a large number, 
the precision of  image retrieval is better than that when the 
relatively small number of  clusters is adaptively determined. 
Authors claimed that their technique achieved a precision 
rate of  75% for the top-10. 

In 2018, Nazir et al. proposed a new CBIR technique in which 
used color and texture features [18]. The edge histogram 
descriptor is extracted as a local feature and discrete wavelet 
transform as well as color histogram features are extracted 
as global features. Consequently, Manhattan distance 
measurement was used to measure the similarity between 
the feature vector of  the query image and the feature vector 
of  the images in the dataset. The reported results of  the 
work revealed that this proposed technique achieved a 
precision rate of  73.5% for the top-20. Pradhan et al., in 
2019, developed a new CBIR scheme based on multi-level 
colored directional motif  histogram [7]. The proposed 
scheme extracts local structural features at three different 
levels. The performance of  this proposed scheme has been 
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evaluated using different Corel/natural, object, texture, and 
heterogeneous image datasets. Regarding to the Corel-1k, 
the precision rate of  64% and 59.6% was obtained for 
top-10 and top-20, respectively. Qazanfari et al., in 2019, 
proposed a CBIR technique based on HSV color space [19]. 
The human visual system is very sensitive to the color and 
edge orientation, also color histogram and color difference 
histogram are two kinds of  low-level feature extraction which 
are meaningful representatives of  the image color and edge 
orientation information. This proposed technique was used 
Canberra distance measurement and this work has been 
evaluated using three standard databases Corel 5k, Corel 10 
and UKBench and achieved 61.82%, 50,67%, and 74.77% of  
precision rate for the top-12, respectively. In 2019, Rashno 
et al., proposed a new technique for CBIR in which color 
and texture features were used. HSV, Red, green, and blue 
(RGB) and norm of  low frequency components were used 
as color features, while wavelet transformation was used 
to extract texture features [20]. Consequently, ant colony 
optimization-based feature selection was used to select the 
most relevant features, to minimize the number of  features, 
and to maximize F-measure in the proposed CBIR system. 
Furthermore, Euclidean distance measurement was used to 
find the similarity between query and database images. The 
results reported in this work demonstrate that this approach 
reached the precision rate of  60.79% for the top-20. In 2019, 
Rana et al. proposed a CBIR technique by fusing parametric 
color and shape features with nonparametric texture 
feature [21]. The color moments and moment invariants 
which are parametric feature are extracted to describe color 
distribution and shapes of  an image. The non-parametric 
ranklet transformation is performed to narrate the texture 
features. These parametric and non-parametric features were 
integrated to propose a robust and effective CBIR algorithm. 
In this proposed work, four similarity measurements are 
investigated during the experiment, namely, Chi-squared, 
Manhattan distance or City block distance, Euclidean 
distance, and Canberra distance. The experimental results 
demonstrate that Euclidean distance metric yields better 
precision and recall than other distance measuring criteria. 
Authors claimed that their technique achieved a precision 
rate of  67.6% for the top-15 using Euclidean distance. 
Finally, Sadique et al., in 2019, proposed a CBIR technique in 
which investigates various global and local feature extraction 
methods for image retrieval [22]. The proposed work uses a 
combination of  speeded up robust features (SURF) detector 
and descriptor with color moments as local features, and 
modified grey level cooccurrence matrices as global features. 
Both global and local features are used as the only local 
features are not suitable when the variety of  images is large. 

Finally, fast approximate nearest neighbor search was used 
for matching the extracted features. Authors claimed that 
their proposed technique achieved a precision rate of  70.48% 
for the top-20.

3. BACKGROUND

This section aims to present a reasonable amount of  
background information about useful techniques such as 
(SURF) feature descriptor, color-based features, texture-
based features, shape-based features, and feature matching 
techniques. 

3.1. SURF Feature Descriptor
The most popular feature descriptor is SURF, which is 
also the most important one. However, there are other 
available feature descriptors. SURF can be considered as 
a local feature. Local features can provide more detailed 
characters in an image in comparison with global features 
such as color, texture, and shape. It is a rotation and scale 
invariant descriptor that performs better with respect to 
distinctiveness, repeatability, and robustness. It is also 
photometric deformations, detection errors, geometric, and 
robust to noise [23]. SURF is used in many applications such 
as BoF which is used and successful in image analysis and 
classification [24]. In BoF technique, SURF descriptor is 
often used to extract local feature first. In the next stage, a 
quantization algorithm such as K-means is separately applied 
to the extracted SURF features to reduce high dimensional 
feature vectors to clusters, which are also known as visual 
words. Then, K-means clustering is used to initialize the M 
center point to build M visual words. The K-means clustering 
algorithm takes feature space as input and reduces it into 
M cluster as output. Then, the image is represented as a 
histogram of  code word occurrences by mapping the local 
features to a vocabulary [24]. The methodology of  the image 
representation based on the BoF model is illustrated in Fig. 2.

3.2. Color-based Features Extraction
The color-based features have commonly been used in 
CBIR systems because of  its easy and fast computation [14]. 
Color-based features can be extracted using a histogram 
of  quantized values of  color in Hue (H), Saturation (S), 
and Value (V) of  the HSV color space. HSV color space 
is more robust to human perception as compared to the 
RGB color space. Due to the robustness of  the HSV color 
space, first RGB images are converted to HSV color space 
and then uniform quantization is applied. Feature vectors 
are generated by considering the values of  H=9, S=3, and 
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V=3 to form the feature vector of  size 81 (9 × 3 ×3) bins. 
Representation of  HSV color feature vector of  an image is 
presented in Fig. 3.

3.3. Texture-based Features Extraction 
Like color-based features, the texture-based features can 
be considered as powerful low-level features for image 
search and retrieval applications. There are certain works 
that have been done on texture analysis, classification, and 
segmentation for the last four decades. So far, there is no 
unique definition for the texture-based features. Texture 
is an attribute representing the spatial arrangement of  the 

grey levels of  the pixels in a region or image. Gabor filter 
is one of  the widely used filters for texture-based feature 
extraction. It is a Gaussian function modulated by complex 
sinusoidal of  frequencies and orientations. In our proposed 
approach, texture features of  an image are extracted using 
a Gabor filter for five scales (s) and six orientations (o). The 
usage of  multiple s and o makes the features rotation and 
scaling invariant on texture feature space. Five scales and 
six orientations produce thirty magnitudes. Consequently, 
mean and standard deviation need to be calculated for each 
magnitude and this leads to producing sixty features as a 
texture descriptor [14]. 

-------------
-------------
-------------
-------------

Bag of Visual Words

Input image SURF feature Clustering

Fig. 2. Methodology of the bag of features based image representation for content-based image retrieval.

Fig. 3. Hue saturation value feature vector. 
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3.4. Shape-based Features Extraction
Shape-based features are also useful to obtain more detailed 
characters of  the images. Shape-based features include turn 
angle, central angle, distance between two feature points, 
distance between center of  mass and feature point. Zernike 
Moments (ZMs) are used as a shape-based feature extractor 
in the proposed approach. ZMs are invariant to rotation, 
translation, and scaling [25]. Furthermore, ZMs are robust 
to noise and minor variations in shape and use Zernike 
polynomials to form feature vectors to represent an image 
based on shape features [26]. The proposed approach used 
21 initial ZMs to represent the images.

3.5. Feature Matching
There are certain similarity measurements that used to 
compute the similarity between query image and images in 
the database, in our proposed approach, Manhattan distance 
is used for the BoF, see equation (1) [27], and Euclidean 
distance is used for color, texture and, shape features, 
equation (2) [13].

	
Manhattan Distance MD Qf Df

i

f

� � � � �( ) = −
=
∑
1

� (1)

	
EuclideanDistance ED Qf Df

i

f

� � � �( ) = −( )
=
∑
1

2 � (2)

Where Qf Qf Qf QfL= … −( �,� ,� .�, �)1 2 1  is the feature vector 
of  query image, Df Df Df DfL= … −( �,� ,� .�, �)1 2 1  is the feature 
vector of  the database of  images, and L is the dimension 
of  image feature. 

Next section will present the proposed approach in detail. 

4. PROPOSED APPROACH

This section presents the detailed steps of  the proposed bi-
layer approach as follows: 

1-	 Let Q be the query image, and Idb = {I1, I2,…, In} be the 
database of  n images. 

2-	 First layer entails the following steps:
a)	 QBoF and IBoF represent feature vector of  Q and Idb , 

respectively, after BoF technique is applied. 
b)	 Manhattan similarity measurement is used to find the 

similarity between QBoF and IBoF and as a result, M most 
similar images to the query image are retrieved.

3-	 Second layer will implement on the query image Q and the 
M most similar images Mi that were retrieved/obtained 
from the first layer. It includes the following steps:

a)	 Extract the following features from Q and Mi :
•	 Let C = {c1, c2,……, c81} be the extracted 81 color-based 

features that represent the 81 bins of  the quantized HSV 
color space.

•	 Let T = {t1, t2,……, t60} be the extracted 60 texture-based 
features using Gabor filter.

•	 Let S = {s1, s2,……, s21} be the extracted 21 shape-based 
features using ZMs.

•	 Let F = C + T + S be the feature vector of  the fused/
combination of  all the extracted features above.

•	 Finally, QF and MFi represent the fused feature vector of  
Q and Mi.

b)	 Euclidean similarity measurement is used to find the 
similarity between QF and MFi to retrieve the N most 
similar match images to the query image.

The block diagram of  the proposed bi-layer approach is 
illustrated in Fig. 4.

5. EXPERIMENTAL RESULTS 

In this section, experiments are performed comprehensively to 
assess the performance of  the proposed approach in terms of  
precision rate, the most common confusion matrix measurement 
used in the CBIR research area. Furthermore, the proposed 
approach is compared to the most recent existing works. 

5.1. Dataset
The experiments are conducted on the public and well-
known dataset called Corel-1K that contains 1000 images 
in the form of  ten categories and each category consists of  
100 images with resolution sizes of  (256 × 384) or (384 × 
256) [28]. The categories are organized as follows: African, 
people, beaches, buildings, buses, dinosaurs, elephants, 
flowers, horses, mountains, and foods. 

5.2. Evaluation Measurements
Precision confusion matrix measurement is used to assess 
the performance of  the proposed approach. The precision 
determines the number of  correctly retrieved images over 
the total number of  the retrieved images from the tested 
database of  images and it measures the specificity of  image 
retrieval system, as presents in the following equation [21]:

		
Precision

R
R
c

t
=  � (3)

where Rc represents the total number of  correctly retrieved 
images and Rt represents the total number of  retrieved 
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images. Precision can also be expressed in the following 
equation.

		
Precision TP

TP FP
=

+
  � (4)

Where TP represents true positive and FP represents false 
positive. In this work, top-10 and top-20 have been tested. 
Top-10 means the total number of  retrieved images is 10 
images, and top-20 means the total number of  retrieved 

Fig. 4. Block diagram of the proposed bi-layer content-based image retrieval system for top-5.
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TABLE 1: Precision rate of BoF technique for different number of clusters for top-20
Categories Different number of clusters

K=100 K=200 K=300 K=400 K=500 K=600 K=700 K=800 K=900 K=1000
Africa 52.05 55.85 55.25 56.25 55.85 56.35 55.8 55.5 54.15 55.5
Beaches 44.35 45.7 45.85 46.35 47.2 45.4 47.15 45.35 46.65 48.15
Buildings 41.3 44.75 46.5 47.55 49.05 50.4 51.25 52.25 52.55 52.15
Buses 83.5 86.15 85.15 86.3 86.75 85.4 84.75 84.4 84.65 83.5
Dinosaur 100 100 100 100 100 99.95 99.95 100 99.95 99.95
Elephant 55.85 59.95 62 61.45 60.5 59.65 58.55 57.85 57.15 58.1
Roses 84.35 84.4 84.95 85.4 85.45 84.55 85.75 86.15 84.1 86.1
Horses 85.9 86.4 87.9 88.6 89.35 87.85 88.9 88.15 88.55 88.7
Mountains 39.5 40.7 41.9 42.5 43.1 45.95 45 46.95 45.6 45.55
Food 39.45 42 41.05 40.35 41 39.3 39.35 38.2 38.45 37.25
Averages 62.625 64.59 65.055 65.475 65.825 65.48 65.645 65.48 65.18 65.495

images is 20 images. Figs. 5 and 6 present examples for the 
query image based on top-10 and top-20. 

5.3. Results
The experiments conducted in this work involve two phases: 
(a) Single layer CBIR model and (b) Bi-layer CBIR model. In 
the first phase, the single layer model (i.e., BoF technique) 
is evaluated alone, and on the other hand, CBIR technique 
based on extracting shape, texture, and color features is 
evaluated. In the second phase, the proposed bi-layer model 
is evaluated. The experiments are detailed in the following 
steps:
1.	 BoF-based CBIR technique is tested with different 

number of  clusters, as BoF technique depends on the 
K-means clustering algorithm to create clusters, which is 
commonly called visual words. The number of  clusters 
cannot be selected automatically; it needs manual 
selection. To select the proper number of  clusters, (i.e., 
value of  k-means), the different number of  clusters have 
been tested to obtain the best precision result of  BoF 
technique. The precision results of  different numbers 
of  clusters are illustrated in the following tables. 

From Tables 1 and 2, one can observe that the best result is 
obtained when k = 500 for both top-10 and top-20. 
2.	 The proposed CBIR technique that relies on extracting 

shape, color, and texture features has been tested, and 
the results are presented in Table 3. 

3.	 The proposed bi-layer approach has been tested. It 
includes two layers: First layer implements BoF technique 
(for K=500) and M most similar images are retrieved, 
M is user defined. In the second layer, shape, color, and 
texture features are extracted from the query image 
and the M images, as a result, N most similar images 
are retrieved. The following tables investigate the 
best value of  M. In other words, Tables 4 and 5 show 
testing different number of  M for top-20 and top-10, 
respectively. 

Results in Tables 4 and 5 demonstrate that the best precision 
results are obtained when M = 200. For this reason, different 
small numbers of  M, in the range of  M = 100 to M = 300, are 
investigated to gain better precision results, Tables 6 and 7.

From Tables 6 and 7, it is quite clear that the best result is 
obtained when M =225 for both top-20 and top-10. 

TABLE 2: Precision rate of bof technique for different number of clusters for top-10
Categories Different number of clusters

K=100 K=200 K=300 K=400 K=500 K=600 K=700 K=800 K=900 K=1000
Africa 58.9 60.4 61 62.1 62.6 60.8 62.1 61.4 61.9 59
Beaches 50.8 52 51.6 51.3 52.5 50.6 51.4 51.7 50.5 51.1
Buildings 50.1 54.4 56.1 58.1 58.4 59.7 59.5 58.3 60.6 61
Buses 89.2 89.5 89.7 89.6 89.2 88.4 88.4 88.6 87.9 87.4
Dinosaur 100 100 100 100 100 100 100 100 100 100
Elephant 69.1 71.3 73.2 69.8 71.4 69.6 70.5 69.7 67.3 66.6
Roses 86.6 88.3 88.5 88.4 87.8 88.9 88 87.6 88.4 89.3
Horses 88.8 91.2 93.3 93.2 93.7 93.9 93.7 93.1 94.4 94
Mountains 46 49.1 50.6 50.2 50.4 52.4 50.6 53 52.2 52.5
Food 46.7 49 50.5 49.4 48.6 47.8 48.4 46.6 44.5 45.8
Averages 68.62 70.52 71.45 71.21 71.46 71.21 71.26 71 70.77 70.67
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Fig. 6. Query result for top-20.

Fig. 5. Query result for top-10.

TABLE 3: Precision rate for the tested feature 
extractors for top-20 and top-10
Categories Top-20 Top-10
Africa 70.55 75.4
Beaches 36.55 43.6
Buildings 42.4 50.9
Buses 72.85 79.8
Dinosaur 92.45 95.9
Elephant 40.5 54.3
Roses 58.9 72.2
Horses 84.9 89.5
Mountains 34.9 40.8
Food 65.7 70.5
Averages 59.97 67.29

The ratio of  correctly retrieved images over the total number 
of  images of  the semantic class in the image database is 
known as recall and it measures the sensitivity of  the image 
retrieval system, equation (5):

		
Recall

R
T
c

s
=   � (5)

Where Rc is the total number of  retrieved images and 
Ts is the total number of  images in the semantic class 
in the database. More experiments have been done to 
compare the proposed approach with the state-of-the-art 
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TABLE 5: Precision results for different number of M for top-10
Categories Different number of M

M=100 M=200 M=300 M=400 M=500 M=600 M=700 M=800 M=900 M=1000
Africa 83.7 82.4 82.8 82.5 82 82 82 81.7 81.7 81.6
Beaches 63.4 64 63 62.6 61.6 61 60.4 60 59.8 59.8
Buildings 68.4 67.5 66.6 66.6 66.3 66.9 67 66.6 66.8 66.8
Buses 97.5 96.8 96.3 96 95.6 95.1 94.6 94.6 94.6 94.6
Dinosaur 100 100 100 100 100 100 100 100 100 100
Elephant 77.8 78.4 79.4 78.9 79.1 79 78.7 78.5 78.5 78.3
Roses 94.4 94.2 94 93.6 93.3 93 92.9 92.6 92.5 92.5
Horses 97.6 97.4 97.4 97.4 97.3 97.3 97.2 97.1 97.1 97.1
Mountains 60.4 62.4 61.3 60.3 59 58.6 58.3 57.6 56.9 57
Food 77.8 78.6 79 78.9 78.6 78.3 77.4 77.5 77.4 77.4
Averages 82.1 82.17 81.98 81.68 81.28 81.12 80.85 80.62 80.53 80.51

TABLE 4: Precision rate for different number of M for top-20
Categories Different number of M

M=100 M=200 M=300 M=400 M=500 M=600 M=700 M=800 M=900 M=1000
Africa 78.65 77.75 76.75 76.6 76.2 76.5 76.65 76.65 76.3 76.25
Beaches 55.7 56.65 56.55 56.5 55.5 54.6 54 53.85 53.7 53.55
Buildings 56.1 56.05 56.35 56.35 56.15 56.65 57 56.6 56.5 56.55
Buses 94.45 94.25 93.8 93.45 93.1 92.55 92.25 92.15 91.85 91.8
Dinosaur 100 100 100 100 100 100 100 100 100 100
Elephant 64.05 64.25 64.5 64.8 65.15 65.15 65.05 64.65 64.65 64.45
Roses 91.35 91.15 90.7 89.75 89.3 88.75 88.6 88.3 88.05 87.9
Horses 94.65 94.95 94.9 94.9 94.8 94.7 94.6 94.6 94.6 94.6
Mountains 52 52.65 52.15 52 50.9 50.65 50 49.55 49.25 49.3
Food 68.55 72.15 72.6 72.75 72.35 71.55 70.85 70.85 70.55 70.4
Averages 75.55 75.985 75.83 75.71 75.345 75.11 74.9 74.72 74.545 74.48

TABLE 6: Precision results for different number of M in the range 100–300 for top-20
Categories Different number of M

M=100 M=125 M=150 M=175 M=200 M=225 M=250 M=275 M=300
Africa 78.65 78.4 78.15 77.7 77.75 78 77.4 77.2 76.75
Beaches 55.7 56.35 56.75 57 56.65 57.1 56.3 56.3 56.55
Buildings 56.1 56.45 56.55 56.5 56.05 56.4 56.45 56.05 56.35
Buses 94.45 94.8 95.05 94.6 94.25 94.55 94.2 94.1 93.8
Dinosaur 100 100 100 100 100 100 100 100 100
Elephant 64.05 64.5 63.9 64.1 64.25 64.3 64.2 64.4 64.5
Roses 91.35 91.4 91.3 91.5 91.15 90.95 90.9 90.6 90.7
Horses 94.65 94.9 95.05 94.95 94.95 94.95 94.85 94.95 94.9
Mountains 52 52.8 52.6 52.3 52.65 52.65 52.55 52.4 52.15
Food 68.55 69.4 71.3 71.45 72.15 72.4 72.6 72.7 72.6
Averages 75.55 75.9 76.065 76.01 75.985 76.13 75.945 75.87 75.83

techniques, Table 8. In all experiments, each image in the 
Corel-1K database is used as a query image. The retrieval 
performance of  tested techniques is measured in terms 
of  average retrieval precision (ARP) and average retrieval 
recall (ARR). The higher ARP and ARR values mean the 
better performance. 

According to the results in Table 8, the best result is achieved 
by the proposed approach for both top-10 and top-20. All 
the tested state-of-the-art techniques, except technique in 
Al-Jubouri and Du [7], they tested their approach either for 
top-10 or for top-20, and this is why in Table 8 some cells 
do not contain the ARP and ARR results.
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TABLE 8: ARP results of tested CBIR techniques
Approaches Top-10 Top-20

ARP ARR ARP ARR
Proposed approach 82.27 8.22 76.13 15.22
[7] 64.00 6.40 59.60 11.92
[18] - - 73.5 14.7
[21] 67.60 6.76 - -
[22] - - 70.48 14.09

6. CONCLUSION

This paper has developed an effective CBIR technique for 
retrieving images from a wide range of  images in the dataset. 
The proposed approach involves two layers; in the first 
layer, all images in the database are compared to the query 
image based on the BoF technique, and as a result, 225 most 
similar images to the query image are selected. Color, texture, 
and shape features are used in the second layer to extract 
significant features from the selected 225 images to retrieve 
the most similar images to the query image. The obtained 
results depicted that the proposed approach has reached an 
optimal average precision of  82.27% and 76.13% for top 10 
and top 20, respectively. 
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1. INTRODUCTION

Groundwater is a substantial source of  freshwater; however, 
it does not always available sufficiently where it is needed. 
Population growth, industry development and climate change 
increased demand of  fresh water, which causes the decline 
of  groundwater table [1]. Therefore, the lower availability of  

groundwater by side of  increase in its development, require 
sustainable groundwater management [2] and [3].

Geographic information system (GIS) and remote sensing 
are the two mechanisms that have been used remarkably in 
groundwater management researches. GIS is widely used 
for modeling process by preparing the input parameter 
for the model through generation of  digital geographic 
database [4]. Assessment of  groundwater resources of  an 
area requires preparation and integration of  many factors 
such as: slope, drainage, land use (LU), rainfall, elevation, soil 
texture, geological structures and geomorphic features [4]. 
Integration of  various geospatial information is carried out 
by taking values of  each data raster and multiplying them 
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with the specific weight. Weights determination is intuitive 
and is obtained from the values used in the literatures or 
from the experience. 

Many researches were studied this issue utilizing both GIS and 
remote sensing techniques [5]-[17]. In 2012 Jani published a 
research used GIS to model groundwater flow for the aquifer 
called Lincolnshire Limestone in the Slea catchment, United 
Kingdom. The resulted model has confirmed the advantage 
of  using GIS tool in modeling groundwater [2].

Rawal and Vyas (2016) presented a research to delimit the 
water logging in Mehsana district, India using GIS application 
in groundwater modeling and identify the perched aquifers in 
their selected area. Their study used factors such as soil layer, 
LU layer, and the temporal distribution of  water logging. The 
resulted model suggests convenient method to control water 
logging and identifies the groundwater regime to estimates 
the total recharge [18].

In a study conducted by Singh, GIS techniques were used to 
identify the recharge zones of  groundwater in New Zealand. 
Many data sets were prepared such as soil layer, LU layer, 
aspect, slope, lithology, and drainage density with 500 m × 
500 m spatial resolution. The data set overlies to develop 
potential zones of  the groundwater. The output results 
explain; the groundwater has low potential in both residential 
and high elevation areas, while areas of  water body and low 
elevations fall in the high potential zones [19].

Western Ghats river basin/India was selected to demonstrate 
the groundwater model. To delineate groundwater zones, 12 
layers were utilized such as geology, drainage density layer, 
rainfall, soil, slope, geomorphology, lineament density, LU/
land cover [LC], roughness, topographic position index, 
topographic wetness index, and curvature. The relative 
weights to each class in all maps were allocated using 
Analytical Hierarchy Process [20]. 

Karim and Al-Manmi selected Halabja Said Sadiq sub-basin 
as a study area to model the groundwater recharge zones 
using GIS and geophysical mechanisms. Eight thematic 
maps were used such as hydrogeology, LU/LC, topography, 
drainage density, lineaments, soil type, slope, and rainfall 
with four geoelectrical resistivity profiles. Three zones of  
groundwater potential delineated which are low, moderate 
and high and cover 33%, 24%, and 42% of  the total area, 
respectively. Spatially, the highest zone is located along 
with the Quaternary deposits which characterized by high 
lineament density, low slop, and pediment deposition [13].

Groundwater recharge zones in a tropical river basin of  
Kerala, India were identified using integration of  different 
layers. Ten thematic layers were prepared for mapping 
groundwater recharge. Four classes have been identified and 
approximately half  of  the basin area is located in two recharge 
zones; very high and high zones which are appropriate for 
groundwater recharge [3].

2. STUDY AREA

The proposed study area is located in Sulaimani Governorate, 
north of  Iraq – Kurdistan Region, as shown in Fig.  1. 
According to the topographic map, the elevation is ranged 
from 182 to 3430 m. The latitudes are between (34° 32’ 
15” N and 36° 34’ 15” N), and the longitudes are between 
(44° 30’ 30 E and 46° 20’ 30 E). The total area calculated as 
18,525 km2 and the average annual rainfall of  the study area 
is (618 mm) for 15 years from 2000 to 2014 taken from 14 
metrological stations distributed within the proposed area. 
The study area has hot and cold weather in summer and 
winter, respectively, with long summer and winter season in 
compare to spring and autumn season [21], [22].

Fig. 1. Study area location and digital elevation model.
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3. MATERIALS AND METHODS

Different factors (layers) were used for the modeling process. 
Selection of  factors was based on data availability across 
Sulaimani Governorate. The data were collected from various 
sources and include: Digital Elevation Model (DEM), soil 
texture, LU/LC, rainfall, slope, and drainage density. All 
the raster layers were projected using Universal Transverse 
Mercator UTM Projection Zone 38, Datum WGS84 with 
30 × 30 m resolution. 

The method used in this study consists two main steps: 
(a) Geospatial database generation, (b) generation of  weight 
for groundwater prospecting factors and associated features. 
The complete process of  the groundwater potential zone 
delineation is shown as flowchart in Fig. 2. All the factors 
prepared for the current study and their impact on the 
occurrence of  groundwater in Sulaimani are illustrated below:

3.1. DEM 
The DEM data for Sulaimani as shown in Fig.  1 with 
elevations ranged from (182 to 3430 m) classified into five 
classes spatially distributed in the area as (35%, 31%, 19%, 
12%, and 4%) from low to high elevations. The data were 
downloaded from USGS earth explorer website using Shuttle 
Radar Topography Mission1 Arc Second-Global [23].

3.2. LU/LC
LC marks the physical land type such as water or 
forest; however, the LU provides information how 

people are using the land [24]. LULC gives the primary 
information on infiltration, soil moisture, surface water, and 
groundwater, additionally to give a signal on groundwater 
demand [25]-[29]. 

The LU map was created through image processing of  
remote sensing data using Arc GIS software (Iso Cluster 
Unsupervised Classification), by downloading 3 Landsat8 
images (acquired on October 2019) with 7 bands for each 
image [23]. The study area was classified to 5 classes of  LU/
LC: Water, Forest, Crop, Urban area, and Bare Soil which is 
shown in Fig. 3. 

3.3. Soil Map
Soil properties influence groundwater recharge. The soils 
with coarse texture has high permeability which increase’s 
groundwater recharge, while fine texture soils with low 
permeability decrease the groundwater recharge [30]. 
Therefore, soil properties such as permeability, porosity, 
texture, and structure have considerable effect on groundwater 
recharge [3] and [31].

The soil map of  Sulaimani area was designed and 
classified to 5 classes based on percent of  fine and course 
aggregates (soil texture) as shown in Fig.  4. This map 
shows the distribution of  the soil texture in the study area 
as: (Sandy Loam 1%, Clay 17%, Loam 36%, Sandy clay 
9%, and Sandy Clay Loam 37%). The major soil types in 
the study area were grouped as: (Leptosol LP, Vertisol 
VR, Calcisol CL, and Gypsisol GY) [32]. The data were 

Fig. 2. Flowchart for delineating groundwater potential.
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downloaded from the FAO-UNESCO Soil Map of  the 
World and the present version is (3.6) of  the digitized 
Soil Map of  the World [33].

3.4. Rainfall Map
The groundwater recharge is remarkably affected by patterns 
of  rainfall during recharge seasons [34], [35]. The average 
annual rainfall for the 14 stations from 2000 to 2014 in 
Sulaimani is represented in Fig. 5a. Rainfall map was created 
by Arc GIS utilizing Inverse Distance Weighted interpolation 
method with 5 classes in which each class represent different 
ranges of  rainfall distributed as (22%, 21%, 27%, 23%, and 
7%) from low to high ranges shown in Fig. 5b.

3.5. Slope Map
The slope map was prepared from the DEM using 5 classes 
in degree and the spatial distribution in the study area are 
(very low slope 42%, low slope 26%, moderate slope 17%, 
high slope 11%, and very high slope 3%) as shown in Fig. 6. 
Slope plays a notable effect on groundwater flow. The slope 
is considered as an essential factor for runoff  generation due 
to its control of  the division of  precipitation into runoff  
and infiltration. A higher slope results in low recharge and 

fast runoff. Hence, the slope is inversely correlated with 
groundwater potential [8], [36]-[39].

3.6. Drainage Density
Drainage density can be calculated by taking the ratio of  total 
length of  all the streams in a drainage basin to the total area 
of  the basin [40]. The drainage density has a reciprocal relation 
with the permeability. Drainage density with high values 
produces less permeability whereas low drainage density shows 
the areas of  high permeability. Accordingly, it is a significant 
factor for modeling the groundwater potential zone [20]. 
Drainage density is calculating using the equation below [27]:

	 Drainage density
total length channels km
basin area km

�
� �

� �
=

( )
( )2 � (1)

Map of  the drainage density (Fig. 7) was generated using 
ArcGIS tool called line density analysis and 5 classes have 
been identified ranged between (0.21 and 2.9 km/km2).

3.7. Multi-influencing Factors (MIF)
Six factors, namely, DEM, LU/LC, soil texture, rainfall, 
slope, and drainage density have been specified to model the 

Fig. 3. Land use/land cover of the study area. Fig. 4. Soil texture map of the study area.
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groundwater recharge potential zones. The mutual relations 
between these factors and their effect are shown in Fig. 8. 
These factors are interdependent and their influence on the 
recharge potential of  groundwater has been estimated using 

MIF technique. The major (Mj) and minor (Mn) effects of  
the factors are designated as a numerical value of  1.0 and 0.5, 
respectively (Table 1). The selected weight for all factors has 
been calculated using the following equation:

Fig. 7. Drainage density of the study area.Fig. 6. Slope of the study area.

Fig. 5. (a). Average annual rainfall histogram of the stations. (b) Rainfall map of the study area.

a b
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Fig. 8. Mutual relations between all the factors influencing the 
groundwater potential zone.

TABLE 1: Effect of the impacting factor, relative rates, and proposed weight using MIF technique (modified 
after [3], [39], [41])
Factor Major 

effect (Mj)
Minor 

effect (Mn)
Proposed relative 
rates (Mj+Mn)

Proposed weight for each impacting 
factor

DEM 1+1 0.5 2.5 21
LULC 1+1 0.5 2.5 21
Soil Texture 1 0 1 8
Rainfall 1 0.5+0.5 2 17
Slope 1+1 0.5 2.5 21
Drainage Density 1 0.5 1.5 12
Total (∑) 12 100

Fig. 9. Groundwater potential zones.

	 Proposed weight
Mj Mn
Mj Mn

X�
( )

=
+( )
+∑

100� (2)

3.8. Layers Overlay
The Weighted Overlay tool in Arc GIS was used for 
creating the potential groundwater zones in Sulaimani from 
the generated raster maps. The characteristics of  each of  
the raster maps used in this study were gave weight age 
of  1–5, depending on the layers effect on the occurrence 
of  groundwater. The weight age factor 1 indicates low 
groundwater potentiality and 5 indicates high groundwater 
potentiality. The classifications of  weighted factors impacting 
the potential zones are shown in Table 2.

4. RESULTS AND DISCUSSION

Based on the assignment of  all layers influence and weight 
of  the individual features of  the thematic layers, a potential 
groundwater zone map was produced as shown in Fig. 9. 
According to the results, about 79% (14423.45 km2) of  the 
study area can be classified as moderate groundwater recharge 

zone. About 1% (112.3746 km2) has very high groundwater 
potential zone and about 14% (2576.78 km2) has high 
groundwater potential zone, while only 6% (1168.015 km2) of  
the total study area is of  low groundwater potentials. Based 
on Fig. 8, the high groundwater potential zones were covers 
about 50% of  Halabja, Rania, Pshdar districts. 

The results showed that the higher the elevations the less 
the groundwater potential, and in lower elevations the 
groundwater is more as the water accumulates in low lands. 
For slope arrangement, it shows that areas with steep slopes 
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TABLE 2: Classification of weight age influencing 
the potential zones
Factor Influence% 

(proposed weight)
Factotr of 
effect

Weight 
age

DEM (m) 21 182–657 5
658–959 4
960–1300 3
1310–1770 2
1780–3430 1

Land use 21 Water 5
Forest 2
Crop 4
Urban area 3
Bare soil 1

Soil texture 8 Sandy clay loam 1
Clay 2
Loam 4
Sandy Loam 5
Sandy clay 3

Rainfall  
(in mm)

17 260–430 1
440–550 2
560–660 3
670–810 4
820–1000 5

Slope  
(in degree)

21 0–6.4 5
6.5–14 4
15–24 3
25–35 2
36–78 1

Drainage 
density (in 
km/km2)

12 0.21–0.94 5
0.95–1.3 4
1.4–1.5 3
1.6–1.8 2
1.9–2.9 1

have less groundwater than with mild slope. Rainfall is also 
affects the potential groundwater zones; the areas that have 
more rainfall have more groundwater than those with less 
rainfall. Different LU/LC leave distinctive signatures on 
groundwater recharge, the areas of  water body in the study 
area produced high groundwater recharge zone.

5. CONCLUSIONS

In this study, GIS and MIF techniques have been used 
for modeling groundwater potential zones by integrating 
various factors that have been chosen based on the 
availability of  data for Sulaimani Governorate. Traditional 
data, topographic maps, and satellite imageries were used 
to prepare the thematic layers of  (DEM), soil texture, LU/
LC, slope, rainfall, and drainage density. The resulted map 
of  groundwater recharge zones for Sulaimani Governorate 
was classified into four zones that had very high potential 
zone, high potential zone, moderate zone potential, and low 
potential zone and cover (1%), (14%), (79%), and (6%) of  the 

total area, respectively. About 50% of  the high groundwater 
potential zone were located in Halabja, Rania, and Pshdar 
districts. The groundwater potential zonation presented here 
can be applied only for regional studies for the purpose of  
groundwater development, providing quick prospective 
guides for groundwater exploration and exploitation, while 
individual site selection for groundwater development should 
take into consideration other site-specific conventional 
ground-truthing methods.
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1. INTRODUCTION

An individual is distinguished from another through the distinct 
identities that he possesses. Such identities may be physical or 
behavioral and they can be employed to identify individuals in 
a scientific field called biometrics. Biometrics plays a key role in 

researches dedicated to forensic science, where forensic experts 
make use of  physical or behavioral biometrics to recognize 
and identify individuals. Physical biometrics includes DNA as 
illustrated in the study by Holland and Parsons [1], fingerprints 
as presented by Abu-Faraj et al. [2], ear prints [3], [4], irises [5], 
and soft and hard tissues as illustrated in the study by Zewail 
et al. [6]. Examples of  behavioral biometrics are speech [7], [8] 
and gait [9], [10]. This also includes keystroke intervals as in 
Delac and Grgic [11], and signatures, and handwriting. In this 
thesis, the researcher focuses and examines handwriting.

Whether handwriting is alphabetical or pictographic based, 
it has been employed as a significant communication means 
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from the beginning of  time and has made certain evolutions. 
According to Huber and Headrick [12], writing styles are 
developed based on local culture, geographical location, 
historical background, and temporal situations. The earlier 
handwriting record keeping came from China, dated around 
2000 years ago, following the invention of  the first inks and 
papers. During that time, early handwritings and the following 
handwriting were written in some standard writing models. In 
general, writers have a tendency not to follow standard writing 
models, and thus, handwritings show deviation. Individual 
writer characteristics are invaluable in distinguishing one 
writer from another.

2. LITERATURE REVIEW

This section presents a comprehensive review of  the 
techniques developed for writer identification on offline 
writing samples, and this is one of  the main topics addressed 
in the research. The section presents an extensive review of  
offline handwritten datasets, outlines the existing methods 
on text-dependent writer identification methods while the 
subsection discusses the significant contributions to the 
text-independent writer recognition domain which is also 
the primary focus of  this research. Finally, the last part of  this 
section conducts a comparative analysis among the methods 
with detailed presentations of  their performances.

A recent study [13] uses a simplified and rapid methodology 
by avoiding character appearances and making a distinction 
from approaches similar to those in traditional codebook-
based methods. Here, researchers present new descriptors 
that are derived from different scales of  geometrical interest 
points. This is achieved by documenting the geometric 
associations between parts of  the script, such as strokes, 
loops, endings, and junctions. These descriptors are easier 
to use, more effective, provide better results on unseen 
datasets, and reduce processing time dramatically over 
existing methods. In addition to these benefits, this method 
has a drawback in terms of  the amount of  data needed to 
build a model with consistent results.

Some researchers in Al-Maadeed et al. [14] showed the 
identification of  various writers using their proposed 
collection of  curvature, direction, and tortuosity-based 
geometrical features. They also suggested improvement 
of  edge-based directional features using a filled moving 
window instead of  an edge moving window alongside 
chain code-based features using a fourth-order chain code 
list for enhancing its recognizing ability. This method was 

tested in the handwriting databases of  IAM and QUWI. In 
addition, the authors [15] proposed a new method called 
(DLS_CNN) for writer recognition so, in this research used 
the combination between neural network (NN) with line 
segmentation. On the other hand in Chahi et al. [16], the 
authors proposed a new algorithm called LSTP but at the 
classification step base on NN achieved Hamming distance.

While great interest and substantial progress have been 
observed in the field of  handwriting based biometrics and 
its applications [17], the identification of  writers is based on 
relatively complex scripts, that is, Arabic [18] and Chinese [19] 
which remains a less investigated area [20], rare comparable 
between each of  the scripts among researchers have resulted 
in vague results which are not proportional to its widespread 
use. Most of  the researches in this area share the same purpose 
of  determining a script’s authorship through the acquisition of  
individual handwriting characteristics. In the current process, 
all document features are found and created, after which the 
feature vector distance is compared between the query and the 
library image. Nevertheless, this performance is considered 
far from being achieved, and it is computationally very costly, 
particularly a significant problem in document image analysis 
and retrieval is the search for the relevant document from 
large and complex document image repositories. Apart from 
issues of  database size (scale), there is a problem of  data 
heterogeneity. The smooth incorporation of  such techniques 
with the current knowledge in forensic handwriting is still 
unknown. Such approaches are not obsolete and are still 
used today. Some researchers in the same field have used the 
principal component analysis method to extract the most 
important information. The data performed as testing and 
training on the grayscale’s images like 12,500 images [21].

Ghiasi and Safabakhsh [22] generated feature vectors for 
each manuscript by taking advantage of  the normalized 
and resampled contours of  connected segments. Then, 
for writer recognition, they used these feature vectors to 
form a codebook. They also solve cursive handwriting, the 
method utilizes the occurrence histogram of  the shapes in a 
codebook, connected complements can be too long and may 
have a wide range of  shapes. To prevent complex patterns, the 
authors used small fragments of  the connected components 
and implemented two effective methods for extracting code 
from contours. One of  the techniques uses the actual pixel 
coordinates of  contoured fragments, while the other utilizes 
linear piecewise approximation using segment angles and 
lengths and removes some of  the unnecessary information. It 
helps to identify and group similar shapes. The shorter length 
of  this code allows it to be applied faster and also helps the 
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quicker generation of  the codebook. The authors tested this 
code on two English databases and one Persian and found 
better performance than other contemporary techniques 
in 2013. It may be quicker to generate codebooks, but the 
computational times of  this technique are long.

3. METHODOLOGY

In this study, the author brings forward a methodology 
characterizing the writer through the division of  the text into 
smaller fragments, and potential clusters are searched within 
it. This is based on premise that writer recognition is related 
to the physical stroke’s generation by the writer. Rather than 
dividing the writing in graphemes, the method divides them 
into small fragments that are enough to be utilized in writer 
recognition. Further detailed elaboration of  the modules is 
provided in the next sections.

3.1. Binarization
Under this process, the digitized document images are scanned 
in the form of  grayscale images. The research addresses 
handwritten scanned documents, and as such, there are two 
objects to the image, namely, handwriting and background, and 
in this research, the primary object of  interest is handwriting. 
Therefore, handwriting is separated from the background 
through the use of  binarization that is categorized into two 
classes. The study employs the popular Otsu’s thresholding 
logarithm (known as bae benchmark) for the calculation of  
the threshold from the grayscale image. A grayscale original 
image along with its binarized version is demonstrated in Fig. 1.

3.2. Componentization of Writing
Before handwriting fragmentation, the applied method entails 
the division of  handwriting into related components in what 
is known as componentization. This forms clusters of  the 
entire related black pixels based on their connectivity. In an 
individual connected component, the pixels adjacencies are 
gauged through the use of  8-side connectivity, after which 
they are labeled with sequential numbers. For every pixel 
with the same label, a component obtained from the image 
is highlighted for their fragmentation. The connecting image 
components are depicted in Fig. 2.

3.3. Fragmentation of Components
This study brings forward a writer characterization method 
through a specific sample by examining small invariant 
fragments and exploiting the writing redundancy. The step 
entailing the division of  handwriting into fragments is a 
significant one in the applied method, and it considers them 
along with the adjacent fragments connected to them. More 
specifically, the adjacent fragments are acquired through the 
writing division into windows after which, the main and 
adjacent fragments are categorized into individual codebooks 
for the ultimate writer characterization method.

3.4. Feature Extraction
It is the comparison among the fragments through pattern 
matching or by representing them with a set of  features. 
Although pattern matching is a simple process, it calls 
for maintaining the fragment’s pixel values, otherwise, the 
comparison outcome may lose its robustness to both noise 
and distortions. A comparison of  features mitigates the 
representation space of  the dimension but it is susceptible 
to distortions. Thus, the applied method represents each 
writing fragments (main and adjacent) using a set of  features 
including vertical and horizontal projections, upper and lower 
profiles along with a group of  familiar shape descriptors (i.e., 
elongation, solidity, rectangularity, orientation, and perimeter).

3.4.1. Horizontal and vertical projections
Projections provide the number of  black pixels present 
in the fragmented image, within each row and column. 
More specifically, the horizontal projection is produced by 
determining the number of  black pixels in every column 
of  the image, while the vertical projection is produced by 
determining the number of  black pixels in every role of  the 
same.

3.4.2. Upper and lower profile
For the upper and lower profile, the former is described as 
the distance of  the first black pixel from the top of  every 
fragmented image, while the latter is the distance of  the first 
black pixel from the bottom of  every fragment. Both upper 
and lower fragment profiles are calculated by determining 
the column of  the fragment and the distance between the 
upper black pixels to the lower one.

Fig. 1. Image binarization. (a) Grayscale handwriting image before binarization, (b) image after binarization.

a b



Mohammed and Ahmed: Offline Text Document Writer Recognition

24	 UHD Journal of Science and Technology | Jan 2021 | Vol 5 | Issue 1

Fig. 2. Bounding box of connected components.

Fig. 3. Primary codebook obtained from the main fragmented 
windows on a writing sample (Sample: W0010Para2).

3.4.3. Orientation
The direction of  a stroke (or its slope) in a fragmented image 
is calculated through its orientation feature, specifically by the 
angle between the X-axis and the major axis of  an ellipse that 
approximates the fragment. It is evident from Fig. 3. 18b that 
an ellipse comprises a group of  points that move around the 
black pixels of  the fragmented stroke, whose sum constitutes 
the distance from two fixed points, namely, F1 and F2, and 
it remains constant.

3.4.4. Rectangularity
This feature refers to the ratio of  the object area to the 
bounding box area, the latter of  which is the smallest 
rectangle encapsulating the writing shape in a fragment. 
Rectangularity is mathematically defined as follows:

		  Rec gularity =
A
A
FW

BB
tan � (1)

In the above equation, AFW denotes the number of  pixels in 
the fragmented window area, while ABB denotes the bounding 
box area containing the stroke region.

3.4.5. Elongation
This feature refers to the ratio between the bounding box 
height and its width. A bounding box was obtained from 
a fragment enclosing a stroke. The stroke elongation is 
mathematically represented by the following equation:

		   	 Elongation =
l
s
b

b
� (2)

From the above equation, lb represents the bounding box 
longer side and the Sb represents the bounding box shorter side.

3.4.6. Perimeter R
This feature represents the shape boundary’s total length. 
More specifically, the boundary of  the shape comprises a 
group of  pixels in the boundary having a non-shape pixel 
as an adjacent pixel. Mathematically, the perimeter can be 

calculated by tracking the stroke’s boundary pixel after which 
the steps are summed up.

3.4.7. Solidity
This feature is useful in measuring the fragment’s density and 
is calculated as the ratio between the fragment areas and is 
corresponding to convex. The solidity value ranges from 0 
to 1 and a solidity value that is near to 0 depicts an irregular 
object, while that is near to 1 is a solid one. Solidity can be 
mathematically represented as:

			   Solidity =
A
A
FW

CR
� (3)

In the above equation, AFW denotes the fragment area, while 
ACR denotes the convex region area.

3.5. Clustering of Fragments
The present section proceeds to present the grouping of  
similar fragments, extracted through the use of  main and 
adjacent windows, into clusters referred to as codebook. 
The features are used to make clusters, in that closely related 
fragmented patterns are clustered together to make a class. 
In each class, patterns are distinct from those in other 
classes, and in each cluster, every individual class contains 
a group of  invariant writing patterns. The implemented 
method produces two distinct cluster sets, by matching the 
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to evaluate the performance of  the system and study the 
sensitivity of  the performance to different parameters. 
Since two codebooks, primary and secondary, have been 
presented, writer recognition results on each of  these 
codebooks are presented. All experiments are conducted 
on the latest, largest, and standard Kurdish handwritten 
documents database known as KRDOH [23]. Moreover, 
the implemented method is also benchmark against the best 
and up-to-date methods found in the literature of  writer 
identification that has used IAM [24] data set. Sample forms 
from the database are shown in Fig. 5.

This study first evaluates the performance of  primary 
and secondary codebook separately and then merges 
both codebooks. Initial experiments were conducted on 
210 random writers from the KRDOH dataset. Table  1 
summarizes the results of  a primary codebook, secondary 
codebook, and merged codebooks. Using the primary 
codebook, an identification rate of  87.14% (Top-5: 91.03% 
and Top-10: 94.08%) is achieved with an EER of  5.92%. The 
secondary codebook achieves slightly better identification 
rate of  89.26% (Top-5: 92.14% and Top-10: 96.17%) with 
3.83% EER. By merging the two codebooks, the overall 
identification rate is increased to 91.87% (Top-5: 93.3% and 
Top-10: 97.6%) and EER drops to 2.4%.

Later, Table  2 provides a performance comparison of  
the latest writer identification techniques. Oriented 
basic image features and the concept of  graphemes 
codebook were employed by Durou et al., 2019 [25], 
achieved 92% identification rate on the IAM dataset. Later 
(Nguyen et al., 2019) [26], the author used a CNN-based 
method for text-independent writer identification on the 

invariant patterns features. The entire main strokes extracted 
through the use of  main windows are clustered to develop a 
primary cluster, while the entire adjacent windows fragments 
are clustered to develop a secondary cluster. Figs. 3 and 4 
illustrate the primary and secondary codebooks generated 
from the main and adjacent fragmented windows.

4. RESULTS AND DISCUSSION

This section discusses the experimental evaluation of  the 
applied technique. Many experiments were performed 

Fig. 4. Secondary codebook obtained from the adjacent fragmented 
windows on a writing sample (Sample: W0010Para2).

Fig. 5. Examples of the scanned forms of KRDOH dataset.
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1. INTRODUCTION

Beside content-based image retrieval (CBIR), digital image 
processing plays a vital role in numerous areas such as processing 
and analyzing medical image [1], image inpainting [2], pattern 
recognition [3], biometrics [4], multimedia security [5], and 
information hiding [6]. In the area of  image processing and 
computer vision, CBIR has grown increasingly as an advanced 
research topic. CBIR refers to the system which retrieves similar 

images of  a query image from the dataset of  images without 
any help of  caption and/or description of  the images [7]. 
There are two main mechanisms for image retrieval which are 
text-based image retrieval (TBIR) and CBIR [8]. TBIR was first 
introduced in 1970 as search and retrieve images from image 
dataset [9]. In such a kind of  image retrieval mechanism, the 
images are denoted by text and then the text is used to retrieve 
or search for the images. The TBIR method depends on the 
manual text search or keyword matching of  the existing image 
keywords and the result has been relied on the human labeling 
of  the images. TBIR approach requires information such as 
image keyword, image location, image tags, image name, and 
other information related to the image. Human involvement 
is needed in the challenging process of  entering information 
of  the images in the dataset. The drawbacks of  TBIR are as 
follows: 1- It leads to inaccurate results if  human has been 
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A B S T R A C T
The rapid advancement and exponential evolution in the multimedia applications raised the attentional research on content-
based image retrieval (CBIR). The technique has a significant role for searching and finding similar images to the query 
image through extracting the visual features. In this paper, an approach of two layers of search has been developed 
which is known as two-layer based CBIR. The first layer is concerned with comparing the query image to all images in the 
dataset depending on extracting the local feature using bag of features (BoF) mechanism which leads to retrieve certain 
most similar images to the query image. In other words, first step aims to eliminate the most dissimilar images to the 
query image to reduce the range of search in the dataset of images. In the second layer, the query image is compared to 
the images obtained in the first layer based on extracting the (texture and color)-based features. The Discrete Wavelet 
Transform (DWT) and Local Binary Pattern (LBP) were used as texture features. However, for the color features, three 
different color spaces were used, namely RGB, HSV, and YCbCr. The color spaces are utilized by calculating the mean 
and entropy for each channel separately. Corel-1K was used for evaluating the proposed approach. The experimental 
results prove the superior performance of the proposed concept of two-layer over the current state-of-the-art techniques 
in terms of precision rate in which achieved 82.15% and 77.27% for the top-10 and top-20, respectively.

Index Terms: CBIR, Feature Extraction, Color Descriptor, DWT, LBP
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doing datasets annotation process incorrectly, 2- single keyword 
of  image information is not effective to transfer the overall 
image description, and 3- it is based on manual annotation 
of  the images, which is time consuming [10]. Researchers 
introduced CBIR as a new mechanism for image retrieval 
to overcome the above-mentioned limitations of  TBIR. It 
is considered as a popular technique to retrieve, search, and 
browse images of  query information from a broad dataset of  
images. In CBIR, the image information, visual features such 
as low-level features (color, texture, and/or shape), or bag of  
features (BoF) have been extracted from the images to find 
the most similar images in the dataset [11]. Fig. 1 illustrates the 
general block diagram of  the CBIR mechanism [12].

Fig. 1 shows the block diagram of  basic CBIR system that 
involves two phases: Feature extraction and feature matching. 
The first phase involves extracting the image features while the 
second phase involves matching these features [13]. Feature 
extraction is the process of  extracting features from the dataset 
of  images and stored in feature vector and also extracting 
features from the query image. On the other hand, feature 
matching is the process of  comparing the extracted features 
from the query image to the extracted features from images 
in the dataset using similarity distance measurement. The 
corresponding image in the dataset is considered as a match/
similar image to the query image if  the distance between feature 

vector of  the query image and the image in the dataset is small 
enough. Thus, the matched images are then ranked based on the 
similarity index from the smallest distance value to the largest 
one. Eventually, the retrieved images are selected according to 
the lowest distance value. The essential objective of  the CBIR 
systems is improving the efficiency of  the system by increasing 
the performance using the combination of  features [9]. Image 
features can be categorized into two types: Global features and 
local features. Global features extract information from the 
entire image while local features work locally which are focused 
on the key points in images [14]. For the large image dataset, 
image relevant to the query image are very few. Therefore, 
the elimination of  irrelevant images is important. The main 
contribution of  this research is first eliminating the irrelevant 
images in the dataset and then finds the most similar/matches 
images from the rest of  the remained images. The reminder 
of  the paper is organized as follows: Section 2 discusses the 
related work. Section 3 introduces a background about the 
techniques used in the proposed approach. Section 4 presents 
the proposed CBIR approach. Section 5 shows the experimental 
results. Finally, section 6 gives the conclusions.

2. RELATED WORK

Studies related to the developed techniques of  CBIR have been 
researched a lot and they mainly focused on analyzing and 
investigating the interest points/areas such as corners, edges, 
contours, maxima shapes, ridges, and global features [15]. Some 
of  those developed approaches are concerned on combining/
fusing certain types of  the extracted features, since such kind 
of  strategy has an impact on describing the image content 
efficiently [13], [16]. This section reviews the most important 
and relevant existing works on CBIR. The main competition in 
this research area is increasing the precision rate that refers to the 
efficiency of  retrieving the most similar images correctly. Kato 
et al. were first to investigate this field of  study in 1992, who 
developed a technique for sketch retrieval, similarity retrieval, 
and sense retrieval to support visual interaction [17]. Sketch 
retrieval accepts the image data of  sketches, similarity retrieval 
evaluates the similarity based on the personal view of  each user, 
and sense retrieval evaluates based on the text data and the 
image data at content level based on the personal view. Yu et al., 
in 2013, proposed an effective image retrieval system based on 
the (BoF) model, depending on two ways of  integrating [18]. 
Scale-invariant feature transform (SIFT) and local binary pattern 
(LBP) descriptors were integrated in one hand, and histogram 
of  oriented gradients (HOG) and LBP descriptors were 
integrated on the other hand. The first proposed integration, 
namely SIFT-LBP, provides better precision rate in which 
reached 65% for top-20 using Jaccard similarity measurement. Fig. 1. General block diagram of CBIR mechanism.



Salih and Abdulla: An Efficient Two-Layer based Technique for CBIR

30	 UHD Journal of Science and Technology | Jan 2021 | Vol 5 | Issue 1

Shrivastava et al., in 2014, introduced a new scheme for CBIR 
based on region of  interest ROI codes and an effective feature 
set consisting of  a dominant color and LBP were extracted 
from both query image and dataset of  images. This technique 
achieved, using Euclidean distance measurement, a precision 
rate of  76.9% for top-20 [19]. DWT as a global feature, and 
gray level co-occurrence matrix (GLCM), as local feature, was 
extracted and fused in the algorithm introduced by Gupta 
et al., in 2015, and as a result, a precision rate of  72.1 % was 
obtained for top-20 using Euclidean distance [20]. Another 
technique was introduced by Navabi et al., in 2017, for CBIR 
which based on extracting color and texture features. The 
technique used color histogram and color moment as color 
feature. The principal component analysis (PCA) statistical 
method was applied for the dimension’s reduction. Finally, 
Minkowski distance measurement was used to find most similar 
images. As reported, this technique achieved the precision 
rate of  62.4% for top-20 [21]. Nazir et al., in 2018, proposed a 
new CBIR technique by fusing the extracted color and texture 
features [22]. Color Histogram (CH) was used to extract a color 
information, and DWT as well as edge histogram descriptor 
(EDH) were used to extract texture features. As authors 
claimed, this technique achieved a precision rate of  73.5% for 
top-20 using Manhattan distance measurement. Pradhan et al., 
in 2019, developed a new CBIR scheme based on multi-level 
colored directional motif  histogram (MLCDMH) [23]. This 
scheme extracts local structural features at three different 
levels. The image retrieval performance of  this proposed 
scheme has been evaluated using different Corel/natural, 
object, texture, and heterogeneous image datasets. For the 
Corel-1k, the precision rate of  64% and 59% was obtained 
for top-10 and top-20, respectively. Recently, Sadique et al., in 
2019, developed a new CBIR technique by extracting global 
and local features [7]. A combination of  speeded up robust 
features (SURF) descriptor with color moments, as local feature, 
and modified GLCM, as global feature, leads this technique to 
obtain 70.48% of  the precision rate for top-20 using Manhattan 
similarity measurement. Continuously, in 2019, Khawaja et al. 
proposed another technique for CBIR using object and color 
features [24]. Authors claimed that this technique outperformed 
in certain categories of  the benchmark datasets Caltech-101 
and Corel-1000, and it gained 76.5% of  the precision rate for 
top-20 using Euclidean distance. Different from the previous 
techniques discussed above, Qazanfari et al., in 2019, investigated 
HSV color space for developing CBIR technique [25]. As 
reported in this work, the human visual system is very sensitive 
to the color as well as edge orientation, and also color histogram 
and color difference histogram (CDH) are two kinds of  low-
level feature extraction which are meaningful representatives 
of  the image color and edge orientation information. This 

proposed technique used Canberra distance measurement to 
measure the similarity between the extracted feature of  the 
both query image and images in the dataset. This technique 
achieved 74.77% of  the precision rate for the top-20 using 
Euclidean distance similarity measurement. Rashno et al., in 
2019, developed an algorithm in which HSV, RGB, and norm of  
low frequency components were used to extract color features, 
and DWT was used to extract texture features [26]. Accordingly, 
ant colony optimization (ACO) feature selection technique was 
used to select the most relevant features. Eventually, Euclidian 
distance measurement was used to measure the similarity 
between query and images in the dataset. The results reported 
in this work showed that this approach reached the precision 
rate of  60.79% using Euclidean distance for the top-20. Finally, 
Aiswarya et al., in 2020, proposed a CBIR technique which uses 
a multi-level stacked Autoencoders for feature selection and 
dimensionality reduction [27]. A query image space is created 
first before the actual retrieval process by combining the query 
image as well as similar images from the local image dataset 
(images in device gallery) to maintain the image saliency in the 
visual contents. The features corresponding to the query image 
space elements are searched against the characteristics of  images 
in a global dataset. This technique achieved the precision rate 
of  67% for top-10.

3. BACKGROUND

This section aims to provide detailed background information 
about important techniques, used in the proposed approach 
presented in this paper, such as SURF feature descriptor, 
color-based features, texture-based features, and feature 
matching techniques.

3.1. SURF Feature Descriptor
There are many feature descriptors available and SURF 
is one of  the most common and significant feature 
descriptors in which can be considered as a local feature. In 
comparison with global features such as color, texture, and 
shape; local features can provide more detailed characters 
in an image. The rotation and scale invariant descriptor can 
perform better in terms of  distinctiveness, repeatability, 
and robustness [12]. SURF is used in many applications 
such as bag of  feature (BoF) which is used and success in 
image analysis and classification [28]. In the BoF technique, 
the SURF descriptor is sometimes used first to extract local 
features. Then K-means clustering is used to initialize M 
center point to create M visual words. The K-means clustering 
algorithm takes the feature space as input and reduces it to 
the M cluster as output. Then, the image is represented as 
a code word histogram by mapping the local features into 
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a vocabulary [28]. Fig. 2 illustrates the methodology of  the 
image representation based on the BoF model.

SURF features are extracted from database images, then the 
k-means clustering algorithm takes feature space as input and 
reduces it into clusters as output. The center of  each cluster 
is called a visual word and the combination of  visual words 
formulates the dictionary, which is also known as codebook or 
vocabulary. Finally, using these visual words of  the dictionary, 
the histogram is constructed using visual words of  each image. 
The histogram of  v visual words is formed from each image. 
After that, resultant information in the form of  histograms is 
added to the inverted index of  the BoF model [25].

3.2. Texture-based Features Extraction
Texture-based features can be considered as a powerful low-
level feature for image search and retrieval applications. There 
are many works have been developed on texture analysis, 
classification, and segmentation for the last four decades. Yet, 
there is no unique definition for the texture-based features. 
Texture is an attribute representing the spatial arrangement 
of  the gray levels of  the pixels in a region or image. In other 
words, texture-based features can be used to separate and 
extract prominent regions of  interest in an image and apply 

to the visual patterns that have properties of  homogeneity 
independent of  a single color or intensity [9]. Texture analysis 
methods can be categorized into statistical, structural, and 
spectral [15]. DWT and LBP are the two methods of  texture 
feature extraction used in this work.

3.2.1. Discrete wavelet transform (DWT)
The DWT is considered to be an efficient multiresolution 
technique and it is easy to compute [29]. The signal for each 
level decomposed into four frequency sub-bands which are: 
Low of  low (LL), low of  high (LH), high of  low (HL), and 
high of  high (HH) [30]. DWT is used to change an image 
from the spatial domain into the frequency domain, the 
structure of  the DWT is illustrated in Fig. 3 [22], [26].

Wavelet transform could be applied to images as 2-dimensional 
signals. To refract an image into k level, first the transform is 
applied on all rows up to k level while columns of  the image 
are kept unchanged. Then, this task is applied on columns 
while keeping rows unchanged. In this manner, frequency 
components of  the image are obtained up to k level. These 
frequency components in various levels let us to better 
analyze original image or signal [26]. For more details about 
DWT, you can see [31].

Fig. 2. Methodology of the BoF technique for representing Image in CBIR.
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3.2.2. Local binary pattern (LBP)
The concept of  LBP was originally proposed by Ojala 
et al. in 1996 [29], [32]. LBP can be considered as a texture 
analysis approach unifying structural and statistical models. 
The characteristic of  LBP is that LBP operator is invariant 
to monotonic gray-level changes [33]. In the process of  LBP 
calculation, firstly a 3 × 3 grid of  image is selected, and then 
the intensity value of  the center pixel can be computed using 
the intensity values of  its neighboring pixels based on the 
following equations [34]:
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where, n is the number of  neighboring pixels around the 
center pixel. Ik is the intensity value of  the kth neighboring 

pixel, and Ic is the intensity value of  the center pixel. An 
example of  LBP is presented in Fig. 4 [34].

Fig. 4 shows the LBP spectrum of  the Lena image with different 
circular domain radius and sampling points. Correspondingly, 
fineness of  the texture information in the obtained LBP 
spectrum is different. Taking the Lena image as an example, with 
the increase of  sampling radius, the gray scale statistical value 
of  the LBP map is sparser [34].

In the proposed approach presented in this paper, after LBP 
is applied on the LH and HL sub-bands of  the DWT, 512 
features are extracted to represent the image.

3.3. Color-based Features Extraction
Color is considered as a basic feature observation in viewing 
an image to reveal a variety of  information [12]. Color is 
extremely used feature for image retrieval techniques [35], [36]. 

Fig. 3. DWT sub-bands.

Fig. 4. An example of LBP operator.
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Color points create color space and various color spaces based 
on the perceptual concepts are used for color illustration [23]. 
Among all color spaces, YCrCb and HSV have the mentioned 
perceptual characteristic. In YCbCr, the Y represents the 
luminance while the color is represented by Cb and Cr [37]. 
In our proposed approach, the mean and entropy of  each 
component of  the color spaces RGB, HSV, and YCbCr have 
been calculated as color features. Meanwhile, totally 18 color-
based features are extracted.

3.4. Feature Matching
There are variety of  similarity measurements used to 
determine the similarity between the query image and the 
images in the dataset [9]. Manhattan distance is used as a 
similarity measurement for both layers of  the proposed 
approach in this work, equation (3) [36]:

	
Manhattan�distance� MD x yi ii=1

k
( ) | |= −∑ � (3)

Where x is the feature vector of  query image, y is the feature 
vector of  the dataset of  images, and k is the dimension of  image 
feature. Manhattan distance is also known as City block distance. 
In general, the Manhattan distance is non-negative where zero 
defines an identical point, and other means little similarity [9]. 

3.4.1. Proposed approach
This section describes the details of  the proposed two-layer 
approach in the following steps: 
1.	 Let the query image is denoted by Q, and I = {I1, I2,…, 

In} refers to the dataset which consists of  n images. 
2.	 First layer of  the proposed approach involves the 

following steps: 
a.	 QBoF and IBoF represent the feature vector of  Q and I, 

respectively, after BoF technique is implemented on.
b.	 To find the similarity between QBoF and IBoF, 

Manhattan similarity measurement is used, and as 
a result, M most similar images to the query image 
are retrieved.

3.	 Second layer of  the proposed approach, which includes 
the following steps, implements on the query image Q 
as well as the M most similar images that gained in the 
first layer. 
a.	 Extracting the following features from Q and Mi:
	 • � Let L = {l1, l2,…, l512} be the vector of  512 extracted 

texture-based features after LBP is applied on the 
LH and HL sub-bands of  the DWT, 256 features 
extract from each sub-band.

	 • �� Let C = {c1, c2,……, c18} be the extracted 18 
color-based features that represent the mean and 
entropy of  the three components of  RGB, HSV, 

and YCbCr color spaces. Meanwhile, 6 features 
are 	 extracted from each of  the mentioned color 
spaces.

	 • � Let F = L + C represents the feature vector of  
the fused of  all the 530 extracted features from 
the previous steps.

	 • � Finally, QF and MFi represent the fused feature 
vector of  Q and Mi, respectively.

b.	 To find the similarity between QF and MFi, Manhattan 
similarity measurement is used, to retrieve the most 
similar images to the query image. 

The block diagram of  the proposed two-layer approach is 
illustrated in Fig. 5.

4. EXPERIMENTAL RESULTS

Experiments are conducted comprehensively in this section 
to evaluate the performance of  the proposed approach in 
terms of  precision rate, the most common confusion matrix 
measurement used in the research area of  CBIR. In addition, 
the proposed approach is compared to the current existing 
works.

4.1. Dataset
Corel-1K dataset of  images has been used, which is a 
public and well-known dataset, that contains 1000 images 
in the form of  10 categories and each category consists of  
100 images with resolution sizes of  (256 × 384) or (384 
× 256) [37], [38]. The categories are arranged as follows: 
African, people, beaches, buildings, buses, dinosaurs, 
elephants, flowers, horses, mountains, and foods [37].

4.2. Evaluation Measurements
To evaluate the performance of  the proposed approach, 
precision confusion matrix measurement has been used which 
determines the number of  correctly retrieved images to the 
total number of  the retrieved images from the tested dataset 
of  images. Meanwhile, it measures the specificity of  image 
retrieval system based on the following equation [38], [39]:

			 
Precision

R
R
c

t
=

�
(4)

where Rc represents the total number of  correctly retrieved 
images and Rt represents the total number of  retrieved 
images. In this study, top-10 and top-20 have been tested. 
Top-10 indicates the total number of  retrieved images is 10 
images, and top-20 indicates the total number of  retrieved 
images is 20 images.
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Fig. 5. Block diagram of the proposed two-layer CBIR approach.

4.3 Results
The experiments carried out in this work include two 
parts: (a) Single layer CBIR model and (b) Two-layer CBIR 
model. First part evaluates the single layer model (i.e., BoF 
technique) alone, and on the other hand, CBIR technique 
based on extracting texture and color features is evaluated. 

In the second part, the proposed two-layer model has been 
assessed. The experiments are detailed in the following steps:
1.	 BoF-based CBIR technique is tested using different 

number of  clusters, as BoF technique relies on the 
K-means clustering algorithm to create clusters, which is 
commonly called visual words. The number of  clusters 
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cannot be selected automatically; manual selection is 
needed. To select the proper number of  clusters, (i.e., 
value of  k-means), the different number of  clusters have 
been tested to obtain the best precision result of  BoF 
technique. The precision results of  different number of  
clusters are illustrated in the following tables.

From Tables 1 and 2, it is quite obvious that the best result 
is achieved when k = 500 for both top-10 and top-20.

2.	 The DWT sub-bands, and the concatenation of  the sub-
bands, have been tested as a texture feature as presented 
in the following tables.

From Tables 3 and 4, one can observe that the best result is 
obtained when the LH and HL sub-bands are concatenated 
for both top-10 and top-20.

3.	 In this step, LBP is implemented on DWT sub-bands, 
implementation of  LBP on LH and HL sub-bands.

In the proposed method, LBP is extracted from DWT sub-
bands to form a sub-novel local feature descriptor. To achieve 
this, we performed DWT decomposition and consider the 

high frequency sub-bands HL, and LH. However, the sub-
bands HL and LH also contain edge and contour details 
of  image’s significant in extracting pose and expression 
relevant features with the aid of  LBP. We ignored the low-
frequency LL and the high-frequency HH sub-band as it 
mostly contains the noise with negligible feature details. 
To preserve the spatial characteristics and to form a robust 
local feature descriptor, multi-region LBP pattern-based 
features [4] are obtained from non-overlapping regions of  
DWT sub-bands {HL, LH}, are statistically significant and 
offer reduced dimensionality with increased robustness to 
noise. Each of  the sub-band {HL, LH} is equally divided 
into m non-overlapping rectangle regions R0; R1;… ; Rm, 
each of  size (x,y) pixels. From each of  these m regions, we 
extract local features LBP each with 256 labels separately. 
Local features from successive regions are concatenated to 
form a combining the two results in one vector with 512 
features, the results in Tables 5 and 6.

From Tables 5 and 6, one can observe that the best result is 
obtained when the implementation of  LBP on LH sub-band 
as well as HL sub-band is concatenated.

TABLE 2: Precision rate of BoF technique for different number of clusters for top‑20
Different 
number of 
clusters

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

K=100 54.75 46.5 42.4 84.5 100 58.55 84.9 82 39.9 40.15 63.365
K=200 56.95 48.65 42.5 86.35 100 59.85 85.5 87.05 41 42.3 65.015
K=300 58.55 48.55 45 85.7 100 61.05 85.5 88.4 42.45 41.95 65.715
K=400 58.45 48.25 47.3 87.35 100 59.2 85.65 87.65 44.65 41.35 65.985
K=500 60.5 48.75 50.3 85.6 99.95 59.05 85 87.9 47.15 40.55 66.475
K=600 60.2 48.5 50 84.8 99.95 58.85 84.7 87.7 47.1 40.05 66.185
K=700 57.95 48.5 51.6 84.85 99.95 57.5 84.75 88.45 44.75 39.65 65.795
K=800 58.3 48.7 50.55 84.3 99.95 58.95 85.95 89.3 47.35 39.15 66.25
K=900 57.65 47.95 51.7 84.35 99.95 57.6 85.05 88.75 47.7 39.3 66
K=1000 56.8 48.2 52.95 82.6 99.85 56.95 85.15 88.4 46.15 37.55 65.46

TABLE 1: Precision rate of BoF technique for different number of clusters for top‑10
Different 
number of 
clusters

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

K=100 61.1 47.2 50.1 88.9 100 68.9 87.3 89.6 46.4 53.8 71.056
K=200 65.7 49.3 55.2 88.9 100 70.9 87 91.8 49.1 53.3 73.1
K=300 65.2 49.9 57.1 89.2 100 72.3 87.4 93.1 48.4 54.4 73.622
K=400 65.5 47.9 56.7 90.9 100 72.1 87.6 92.4 48.9 53.4 73.556
K=500 67.1 49.3 60.4 89.2 100 70.1 87.7 93.6 51.5 53.9 74.322
K=600 64.9 47.9 59.1 89.4 100 70.6 88.6 93.6 51.7 53.4 73.978
K=700 67.1 49.3 60.4 88.2 100 70.1 86.7 93.6 51.5 53.9 74.1
K=800 64.6 48 59.4 89.2 100 68.2 88.3 94.2 53.5 51 73.933
K=900 64.7 46.2 62 88.1 100 68 87.5 93.4 55.6 52.7 73.944
K=1000 64.5 47 61.5 87.6 100 66.9 88.3 94.2 53.4 50.9 73.711
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TABLE 4: Precision rate for the DWT sub‑bands for top‑20
DWT 
sub‑bands 

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

LL 15.2 29.7 26.75 22.85 94.1 29.4 27.25 16.5 26.15 20.25 30.82
LH 20.05 23.5 22.9 15.3 97.35 21.85 19.05 15 23.95 22.95 28.19
HL 11.55 12.9 18.2 13.15 93.3 13.2 14.25 11.25 11.65 15.7 21.52
HH 17.55 8.9 14.2 19.15 89.3 19.2 10.25 17.25 7.65 11.7 21.52
LL_LH 16.55 29.5 26.15 23.25 94.35 30.85 30.55 16.9 26.95 20.3 31.54
LL_HL 25.95 28.65 25.85 22.55 95.3 29.1 30.2 16.9 26.85 20.6 32.2
LL_HH 26.45 28.7 25.65 22.5 94.25 29.35 30.05 17.3 26.55 20.65 32.15
LH_HL 22.3 29.5 29.9 29.55 94.4 23.65 34.9 21.2 22 19.2 32.66
LH_HH 11.85 19.1 18.7 12.1 94.4 17.75 15.5 11.95 17.8 19 23.82
HL_HH 7.85 15.1 14.7 8.1 92.4 13.75 11.5 7.95 13.8 15 20.02
LL_LH_HH 11.85 19.1 18.7 12.1 96.4 17.75 15.5 11.95 17.8 19 24.02
LL_HL_HH 15.95 29.15 26.4 22 95.35 29.2 30.3 16 27.35 20.35 31.21
LL_LH_HH 17.35 30.55 27.8 23.4 95.75 30.6 31.7 17.4 28.75 21.75 32.51
LL_LH_HL_HH 11.95 25.4 23.3 18.55 95.2 27.05 27.2 11.65 23.95 15.85 28.01

TABLE 3: Precision rate for the DWT sub‑bands for top‑10
DWT 
sub‑bands 

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

LL 17.2 48.4 44.6 24.85 95.1 29.4 27.25 16.5 26.15 20.25 34.97
LH 25.05 36.05 31.8 24.3 97.35 29.85 29.05 22 27.95 27.95 35.14
HL 11.55 21.55 22.55 23.15 93.3 23.2 24.25 21.25 21.65 19.7 28.22
HH 21.2 12.55 17.85 22.8 92.95 22.85 13.9 20.9 11.3 15.35 25.17
LL_LH 20.2 33.15 29.8 26.9 98 34.5 34.2 20.55 30.6 23.95 35.19
LL_HL 30.2 32.9 30.1 26.8 98.55 33.35 34.45 21.15 31.1 24.85 36.35
LL_HH 29 31.25 28.2 25.05 96.8 31.9 32.6 19.85 29.1 23.2 34.7
LH_HL 26.85 34.05 34.05 33.7 98.55 27.8 39.05 25.2 26.15 23.35 36.88
LH_HH 15.61 22.86 22.46 15.86 98.16 21.51 19.26 15.71 21.56 22.76 27.58
HL_HH 11.85 27.8 22.5 8.1 92.4 23.75 21.5 17.05 15.8 19 25.98
LL_LH_HH 16.05 32 26.7 12.3 96.6 27.95 25.7 21.25 20 23.2 30.18
LL_HL_HH 19.85 33.05 30.3 25.9 99.25 33.1 34.2 19.9 31.25 24.25 35.11
LL_LH_HH 24.66 33.86 32.11 30.71 96.2 31.91 31.01 20.71 30.06 22.06 35.329
LL_LH_HL_HH 17.6 29.2 29.5 24.3 99.7 31.8 30.6 15 30.3 23.4 33.14

TABLE 5: Precision rate for LBP for top‑10
DWT 
sub‑bands 

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

LL 37.35 50.55 47.8 43.4 115.75 50.6 51.7 37.4 48.75 41.75 52.51
LH 56.8 49.5 54.1 85.2 99.5 45.8 91.5 70.2 39.8 47.8 64.02
HL 74.1 54.2 58 92.9 99.9 56.3 89.1 78.1 46.5 63.8 71.29
HH 53.5 40.9 54.9 90.1 98.6 39.8 92.3 57.1 37.8 46.8 61.18
LL_LH 63.4 50.4 61.8 92.3 98.7 44.6 92.9 74.6 39.1 51.4 66.92
LL_HL 62.64 49.54 61.02 91.74 98.18 43.7 92.34 73.91 38.17 50.55 66.18
LL_HH 61.19 48.19 59.59 90.09 96.49 42.39 90.69 72.39 36.89 49.19 64.71
LH_HL 70.7 61.4 69.7 95.5 99.2 55.1 93.4 83 46.4 65 73.94
LH_HH 64.45 51.45 62.85 93.35 99.75 45.65 93.95 75.65 40.15 52.45 67.97
HL_HH 63.45 50.45 61.85 92.35 98.75 44.65 92.95 74.65 39.15 51.45 66.97
LL_LH_HH 64.55 51.75 63.05 92.95 99.75 45.95 94.05 75.45 40.15 52.45 68.01
LL_HL_HH 62.75 49.95 61.25 91.15 97.95 44.15 92.25 73.65 38.35 50.65 66.21
LL_LH_HH 74.35 57.95 67.75 95.75 99 54.05 94.15 81.85 47.55 65.05 73.75
LL_LH_HL_HH 72 55.8 65.5 93.6 98.3 52 91.9 79.7 45.5 62.9 71.72

4.	 Before selecting an appropriate color description, 
selection of  color space is important and needs to choose 

a color model for color feature extraction process [35]. 
This step evaluates the impact of  extracting the color 
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TABLE 6: Precision rate for LBP for top‑20
DWT 
sub‑bands

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

LL 35.15 48.35 45.6 41.2 113.55 48.4 49.5 35.2 46.55 39.55 50.31
LH 48.95 40.7 45.25 79.65 96.6 36.85 87.8 64.75 32.85 40.75 57.42
HL 67.55 48.7 49.2 89.85 98.4 44.7 86.05 68.9 40.7 57.35 65.14
HH 44.8 36 46.25 84.4 98.1 32.1 89.9 49.9 30.75 38.95 55.12
LL_LH 53 43.3 51 87.95 98.1 35.95 90.5 62.85 34.3 42.15 59.91
LL_HL 52.16 42.39 50.15 87.36 97.58 34.99 89.93 62.08 33.33 41.24 59.12
LL_HH 50.79 41.09 48.79 85.74 95.89 33.74 88.29 60.64 32.09 39.94 57.7
LH_HL 63.8 54.45 59.85 93.2 99.15 43.75 90.65 72.75 41 58.2 67.68
LH_HH 54.05 44.35 52.05 89 99.15 37 91.55 63.9 35.35 43.2 60.96
HL_HH 53.05 43.35 51.05 88 98.15 36 90.55 62.9 34.35 42.2 59.96
LL_LH_HH 54.1 44.65 52.15 88.65 99.15 36.9 91.55 63.8 35.4 43.35 60.97
LL_HL_HH 52.3 42.85 50.35 86.85 97.35 35.1 89.75 62 33.6 41.55 59.17
LL_LH_HH 64.5 50.6 57.8 93.3 98.9 43.35 92.45 69.75 40.7 56 66.74
LL_LH_HL_HH 62.25 48.4 55.9 90.9 97.65 41.2 90.2 67.6 38.45 53.7 64.625

TABLE 7: Precision rate for color‑based features for top‑10
Color spaces Categories

Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average
RGB 45.8 35.5 33.2 41.6 99.4 49.6 62.6 83.7 39.4 56.4 54.72
HSV 21.1 22.65 32.8 26.7 39.5 23.9 19.9 29.45 20 22.1 25.81
YCbCr 47.6 35.9 40.1 46.9 100 53.4 65.7 56.6 39.3 51 53.65
RGB_HSV 48 37.3 41.7 48.8 99.3 52.3 60.3 84 38.5 56.7 56.69
RGB_YCbCr 50.7 37.4 38.5 50.8 99.7 55.2 68 86.4 38.8 55.6 58.11
HSV_YCbCr 41.5 33.5 41.1 46.8 99.6 48.65 59.65 56.1 35.2 44.2 50.63
RGB_HSV_
YCbCr

47.8 38.9 47.6 60.3 99.7 52.4 63.9 82.2 44.6 56.8 59.42

feature by testing different color space components such 
as: RGB, YCbCr, and HSV. In other words, mean and 
entropy for each color components have been calculated 
and the results are presented in the following tables.

The results presented in Tables 7 and 8 demonstrates that 
combining the extracted features of  all the tested color spaces 
provides best precision rate.

5.	 Finally, all the extracted features are fused. Meanwhile, 
by concatenating the extracted LBP in step 3 and the 
extracted color feature in step 4, Table 9.

6.	 Eventually, the proposed two-layer approach has been 
tested. It includes two layers: The first layer implements 
BoF technique (for K=500) and M most similar images are 
retrieved, M is user defined. In the second layer, color and 
texture features are extracted from the query image and the 
M remained images, as a result, N most similar images are 
retrieved. The following tables investigate the best value 
of  M. In other words, Tables 10 and 11 show investigating 
different number of  M for top-10 and top-20, respectively.

Results in Tables  10 and 11 demonstrate that the best 
precision results are obtained for M = 100 and M=200. For 

TABLE 8: Precision rate for color‑based features for top‑20
Color spaces Categories

Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average
RGB 40 28.8 27.55 34.5 99.5 45.45 54.6 77.7 34.5 48.15 49.075
HSV 27.1 29.3 37.7 31.2 50.4 28.1 26.3 37.1 25.2 27.5 31.99
YCbCr 39.2 30.55 34.5 39.65 99.85 47.8 60.25 49.55 35.1 44 48.045
RGB_HSV 41.05 30.85 34.55 41.05 99.15 46.15 51.8 77.25 36.25 48.2 50.63
RGB_YCbCr 42.55 30.3 31 42.25 99.55 49 58.9 78.45 33.85 48.05 51.39
HSV_YCbCr 44.4 33.4 45.5 48.9 95.2 49.8 60.5 61.4 35.3 47.2 52.16
RGB_HSV_
YCbCr

41.9 33.3 37.15 55.35 99.5 47.25 56.05 73.85 38.55 48.25 53.115
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TABLE 9: Concatenation of texture‑based feature and color‑based feature
Top image 
retrieved

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

Top‑20 67.45 49.1 60.65 88.8 99.45 61.7 90.5 81.8 49 61.55 71
Top‑10 67.45 56.25 69.5 88.8 99.45 61.7 90.5 81.8 49 61.55 72.6

TABLE 10: Precision rate for different number of M for top-10
Different 
Number of M

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

M=100 81.65 63 71.9 95.95 99.85 77.6 96.35 92.75 67.55 73.45 82.005
M=200 78.85 62.2 73.65 95.7 99.85 76.6 95.95 91.6 66.65 75.1 81.615
M=300 77.05 61.1 74.65 94.8 99.85 75.4 96.05 90.65 65.4 75.35 81.03
M=400 76.6 60.1 74.7 94.65 99.65 74.8 95.95 90.3 64.45 75.15 80.635
M=500 76.5 60.2 74.75 94.35 99.65 74.2 95.85 90.25 63.45 74.85 80.405
M=600 76.2 60.1 74.3 94 99.65 74 95.65 90 63.3 74.75 80.195
M=700 76.15 60 74.1 93.85 99.65 73.85 95.45 90 63.15 74.55 80.075
M=800 76 59.4 74 93.6 99.2 73.25 95.15 89.4 63 74.2 79.72
M=900 76.35 59.9 75.2 94.15 99.65 73.4 95.85 90 62.1 75.05 80.165
M=1000 76.3 59.3 75.2 94.1 99.25 73.2 95.55 89.7 62 74.85 79.945

TABLE 11: Precision results for different number of M for top‑20
Different 
number of M

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

M=100 76.35 58.8 61.85 94.95 99.9 70.35 94.1 90.3 61.45 64.15 77.22
M=200 75.25 57.45 63.85 94.35 99.6 70.1 93.95 87.45 60.6 66.25 76.885
M=300 73.1 55.5 64.4 92.9 99.55 68.9 93.8 86.35 58.85 66.75 76.01
M=400 72.1 54.47 65.4 92.4 99.55 68.15 93.6 85.95 57.75 66.5 75.587
M=500 72 54.45 65.4 92 99.55 67.85 93.55 85.75 57.25 66.3 75.41
M=600 71.7 54 65.1 91.6 99.55 67.75 93.3 85.65 57.15 66.2 75.2
M=700 71.6 53.8 65 91.4 99.45 67.6 93 85.4 57.05 66.2 75.05
M=800 71.5 53.5 64.8 91.2 99 67.1 93 85.1 56.8 66 74.8
M=900 71.7 54.05 65.5 91.45 99.55 66.75 93.45 85.5 54.05 66.45 74.845
M=1000 71.2 54.05 65.2 91.15 99.05 66.65 93.15 85.4 53.85 66.35 74.605

this reason, different numbers of  M in the range of  M=100 
to M=200 have also been investigated to gain better precision 
result, Tables 12 and 13.

From Tables 12 and 13, it is quite clear that the best result is 
obtained when M =110 for both top-10 and top-20. More 

experiments have been done to compare the proposed 
approach with the state-of-the-art techniques, Table 14.

According to the results presented in Table  14, the best 
performance (precision rate) is achieved by the proposed 
approach for both top-10 and top-20. All the tested 

TABLE 12: Precision rate of the proposed approach for different number of M for top‑10
Different 
Number of M

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

M=30 82.89 64.64 70.39 95.44 99.74 76.79 96.24 94.19 68.94 69.94 81.92
M=50 83.15 64.9 70.65 95.7 100 77.05 96.5 94.45 69.2 70.2 82.18
M=70 81.9 63.95 70.85 95.6 100 77.2 96.65 93.45 68.5 72.65 82.08
M=90 81.55 62.65 71.75 95.9 99.95 77.85 96.6 93 68.45 72.65 82.04
M=110 80.95 64.25 72.6 96 99.95 77.75 96.35 92.55 68 73.05 82.15
M=130 81.85 63.8 71.05 95.8 99.92 77.65 96.4 92.4 68.2 72 81.91
M=150 81.49 63.38 71.86 95.8 99.9 77.5 96.4 92.55 68 72.9 81.98
M=170 81.1 62.25 71.29 95.33 99.58 77.3 96 92.2 67.7 72 81.48
M=190 80 62.6 70.9 94.6 99.2 76.45 95.3 91.8 67 71.7 80.96
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TABLE 14: Precision rate of the tested CBIR 
techniques
Approaches Top‑10 Top‑20
Proposed approach 82.15 77.27
Atif Nazir, 2018 ‑ 73.5
Pradhan Jitesh, 2019 64.00 59.60
Khawaja and Ahmed , 2019 ‑ 76.5
Hamed Qazanfari, 2019 ‑ 74.77
Aiswarya, 2020 67

TABLE 13: Precision rate of the proposed approach for different number of M for top‑20
Different 
number of M

Categories
Africa Beaches Buildings Buses Dinosaur Elephant Roses Horses Mountains Food Average

M=30 75.14 57.84 59.19 94.09 99.74 69.29 93.29 90.64 58.54 59.24 75.70
M=50 75.40 58.10 59.45 94.35 100.00 69.55 93.55 90.90 58.80 59.50 75.96
M=70 76.80 59.00 60.65 94.45 99.95 69.80 94.65 90.65 59.65 62.10 76.77
M=90 76.95 58.70 61.35 94.85 99.95 69.65 94.15 90.45 61.00 63.70 77.08
M=110 76.00 59.10 62.35 95.00 99.90 70.35 93.85 90.20 61.55 64.40 77.27
M=130 76.35 58.6 60.7 94.74 99.2 69.45 94.1 90.4 61 62.2 76.674
M=150 76.4 58.9 61.5 94.7 99.35 70 94.3 90.1 61.1 61.58 76.793
M=170 76.38 58 61 94.4 99 69.4 93.2 89.9 61.69 61.99 76.496
M=190 75.25 57.6 60.5 93.7 98.93 69.33 93.1 89 60.87 61.93 76.021

state-of-the-art techniques, except technique in Ahmed and 
Naqvi [24], they tested their approach either for top-10 or 
for top-20, and this is why in Table 14 some cells are not 
contained the precision rate.

5. CONCLUSION

The two-layer based CBIR approach for filtering and 
minimizing the dissimilar images in the dataset of  images 
to the query image has been developed in this study. In the 
first layer, the BoF has been used and as a result, M most 
similar images are remained for the next layer. Meanwhile, 
the most dissimilar images are eliminated and, hence, the 
range of  search is narrowed for the next step. The second 
layer concentrated on concatenating the extracted both 
(texture and color)-based features. The results obtained by 
the proposed approach devoted the impact of  exploring 
the concept of  two-layer in improving the precision rate 
compared to the existing works. The proposed approach has 
been evaluated using Corel-1K dataset and the precision rate 
of  82.15% and 77.27% for top-10 and top-20 is achieved, 
respectively. In the future, certain feature extractors need to 
be investigated as well as feature selection techniques need to 
be added to select the most important feature which reflects 
increasing precision rate.
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1. INTRODUCTION

Cancer is a category of  diseases that includes cell growth 
which is irregular with the ability to spread to other areas 
of  the body. Physicists have concentrated on continuous 
advancement in imaging methods over the past decades, 
enabling radiologists to improve cancer detection and 
diagnosis. However, the human diagnosis still suffers from 
poor repeatability, associated with false identification or 
perception in clinical decisions of  anomalies. Two factors 
influence these inaccuracies: The ability to observe is limited, 

for example, perception of  human vision is constrained, 
fatigue duty, or confusion, and the second factor is the clinical 
case complexity, for instance, unbalanced data which are the 
mean number of  healthy cases are more than a malignant 
case. Different machine learning-based techniques for cancer 
detection and classification have introduced a new area of  
research for early cancer detection. The researches will lead 
to the ability to reduce the manual system impairments [1]. 
Another reason, modality that has various analysis techniques 
such as inappropriate diagnostics, handling, and complicated 
history is leading to increasing mortality [2].

In the past decades, the field of  digital pathology has 
dramatically developed due to the improvement of  
algorithms in image processing, machine learning, and 
advancements in computational power. Within this sector, 
countless approaches have been suggested to analyze and 
classify automated pathological images. At present, many 
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A B S T R A C T
Prostate cancer can be viewed as the second most dangerous and diagnosed cancer of men all over the world. In the 
past decade, machine and deep learning methods play a significant role in improving the accuracy of classification for 
both binary and multi classifications. This review is aimed at providing a comprehensive survey of the state of the art 
in the past 5 years from 2015 to 2020, focusing on different datasets and machine learning techniques. Moreover, a 
comparison between studies and a discussion about the potential future researches is described. First, an investigation 
about the datasets used by the researchers and the number of samples associated with each patient is performed. Then, 
the accurate detection of each research study based on various machine learning methods is given. Finally, an evaluation 
of five techniques based on the receiver operating characteristic curve has been presented to show the accuracy of the 
best technique according to the area under curve (AUC) value. Conducted results indicate that the inception-v3 classifier 
has the highest score for AUC, which is 0.91.
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smart and powerful features are added to the microscope 
and digital images to convert slides of  stained tissues into 
entire digital images. These facilities make a more efficient 
computer diagnosis system to analyze histopathology and 
helping early diagnosis. Moreover, they treat cancer by 
avoiding the increase of  cancer cells and easily controlling 
the tumors from spreading to other parts of  the body [3].

In addition, analysis of  medical imaging could be significantly 
involved in identifying defects in various body organs, such 
as prostate cancer (PCa), blood cancer, skin cancer, breast 
cancer, brain cancer, and lung cancer. The abnormality of  
the organ is mainly the result of  rapid tumor development, 
which is the world’s leading cause of  death. As mentioned 
by GLOBOCAN statistics, around 18.1 million new cancer 
cases have appeared in 2018 that gave rise to 9.6 million 
cancer deaths [2]. PCa is considered the most dangerous 
disease type of  cancer, and it is viewed as the second most 
commonly diagnosed cancer [3], [4]. The most ubiquitous 
form of  cancer in men is PCa and it has been reported to 
be the second leading cause of  death in men [5].

In the USA, the occurrence of  PCa ranks first in men whereas 
in South Korea, is the fifth most common cancer among 
males, and the expected cancer deaths in 2018 were 82,155 [3]. 
PCa is the most leading cancer among men, after lung cancer. 
It is estimated that about 174,650 new cases and 31,620 PCa-
related deaths were recorded in the United States in 2019. PCa 
considers about 1 in 5 new cancer diagnoses among men. One 
of  the difficulties of  PCa is grading that can be considered 
as a part of  the classification problem. Therefore, accurate 
prediction of  PCa grade is crucial to guarantee the quick 
treatment of  malignancy [6]. Furthermore, early diagnosis 
and treatment planning can significantly reduce the mortality 
rate due to PCa [6], [7].

Technologies lead to having a crucial role in helping the 
medical community to diagnose cancer quickly [8]. On the 
one hand, there are many differences between images attained 
with modalities of  analytic imaging and other image types 
that related to features and management of  procedures. On 
the other hand, challenges are arising from the use of  the 
different types of  scanners, protocols of  imaging, variety 
of  noising, and other issues related to image attainment [5].

Different computer-aided techniques have been proposed 
using a radiomics method or deep learning network to 
accurately classify the PCa on magnetic resonance imaging 
(MRI) images [8]. Several studies have shown that computer-
aided systems have a remarkable role in PCa detection and 

diagnostic evaluation. The methods proposed so far are 
based on handcrafted features, using a classifier on top to 
determine whether a PCa lesion is present or to assess its 
severity by assigning a specific class label. Recently, different 
techniques such as convolutional neural networks (CNN), 
support vector machine (SVM), iterative random (random 
forest [RF]), and J48 in the field of  machine learning are 
proposed for locating and identifying cancer cells and normal 
cells. They have shown an impressive performance in various 
computer vision tasks following training with large image 
databases [5], [9].

This paper aims to propose a state-of-the-art review that 
surveys several techniques for PCa diagnosis, moreover, the 
techniques which are mostly based on machine learning are 
comparing in terms of  performance accuracy. 

The structure of  the paper is as follows: In Section II, a 
review of  some related works is represented while in Section 
III, the methodology of  the literature review is described. 
Section IV shows a comparison among the aforementioned 
methods. Finally, a conclusion and future direction of  the 
research survey are given in Section V.

2. SURVEY OF PCA TECHNIQUES

Several techniques have been suggested by many researchers 
for improving and developing PCa detection. In this survey, 
we mainly focus on the researcher’s techniques that have 
been implemented with the machine learning field between 
2015 and 2020. 

Sammouda et al., 2015, worked on malignant PCa cells using 
near-infrared optical imaging technique that uses the high 
absorption of  hemoglobin in PCa cells. Two algorithms 
(k-mean and fuzzy clustering mean) are used to segment and 
extract the cancer region in the prostate’s infrared images. 
Using the Student’s t-test to measure the accuracy between 
these two clusters, P value of  K-means “cluster 3” is < 0.0001, 
and the standard error = 0.0002 is less than P value of  ferric 
carboxymaltose (FCM)<0.0252 and standard error = 0.004. 
As the result, the K-mean is more accurate than FCM based 
on statistical analysis [10].

Mohapatra and Chakravarty, 2015, suggested a model using 
three classifiers SVM, Naive Bayes, and KNN to classify 
PCa. In this model, microarray is used as a dataset. The area 
under the curve (AUC) and accuracy have been measured to 
compare and evaluate the performances of  these classifiers, 
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with taken the entire datasets and selected optimal features 
separately as the input to the classifiers one by one. As the 
result, the SVM technique performs more efficacy with higher 
accuracy of  95.5% [11].

In the same year, Bouazza et al., 2015, proposed a classification 
method that performed a comparative study of  four feature 
selection methods Fisher, T-Statistics, SNR, and ReliefF, using 
two classifiers K-nearest neighbors and SVM. Test results 
indicated that the best classification accuracy is obtained with 
SVM classifier and SNR method [12].

Dash et al., 2016, worked on the microarray medical datasets 
and, two variations of  kernel ridge regression (KRR) are 
used which are WKRR and RKRR to classify the datasets. 
To achieve a high rate of  accuracy, this model is comparing 
the accuracy test among several techniques such as KRR, 
SVM-RBF, SVM-POLY, and RF. As the result, KRR (WKRR 
and RKRR) has been higher than all of  them, especially 
RKRR which has an accuracy rate of  97%. However, this 
model has some drawbacks related to feature extraction 
which are ignoring the interaction with the classifier, features 
are considered independently which is mean ignoring these 
features which are dependencies. Another difficulty is related 
to determine the point of  threshold to rank the features [13]. 

Imani et al., 2016, proposed an approach to integrate mp-
MRI with temporal ultrasound for PCa classification, in 
vivo. CNN technique has been utilized in this approach. A 
combination of  mp-MRI and temporal ultrasound is used 
to reduce the missing regions of  tumors. The AUC of  0.89 
has been achieved for the classification of  cancer with higher 
grades. Despite the importance of  this model, there are some 
drawbacks because of  the heterogeneous of  PCa and it is 
difficult to determine tissue signature consistently [14].

Ram et al., 2017, proposed an iterative RF (iRF) algorithm 
as a classifier model to separate cancer from the controlled 
samples of  PCa. The method worked on microarray and 
next-generation sequencing (NGS) data. However, having 
a large number of  gene expression data make it difficult of  
how to identify the biomarkers related to cancer. The RF 
has been used to select the genes which can diagnose and 
treat cancer effectively. RF method is used to extract very 
small sets of  genes while it is taken predictive performance. 
Genes of  SNRPA1 are selected for PCa with the obtained 
accuracy of  73.33% [15].

Sun et al., 2017, suggested a model investigate the performance 
of  SVM algorithm and to predict the prostate tumor location 

using multiparametric MRI data. The capability of  best 
predictive is achieved by optimizing model parameters using 
leave-one-out cross-validation. A binary SVM classifier 
utilizes to find a plane in feature space, frequently identified 
as a decision boundary, which splits the data into two 
parts. Furthermore, this algorithm is used to search for a 
decision boundary that maximizes the margin between the 
two groups. The final model gives results of  classification 
by predicting the higher accuracy of  80.5%. However, only 
signal intensities and values from both T2-weighted (T2w) 
images and parametric maps are incorporated as features, 
respectively [16].

Liu and An, 2017, suggested a model based on deep learning 
and CNN for image classification of  PCa, they used diffusion-
weighted MRI (DWI) images that are selected images from a 
number of  patients including positive and negative images. 
However, a small dataset makes a difficult for training a 
model that achieves higher accuracy. The proposed model 
has yielded an accuracy of  78.15% [17].

Reda et al., 2018, presented a model using CNN based on 
computer-aided design (CAD) system for early diagnosis of  
PCa from DWI. They achieved accuracy rate of  95.65% [18].

Bhattacharjee et al., 2019, developed a system for digitized 
histopathology images using a supervised learning method. 
SVM has been presented and used to classify malignant and 
benign PCa Grade 3, achieved accuracy was 88.7%. In SVM 
classification, 2-fold cross-validation has been used to train 
the model. Both of  linear and Gaussian kernel are used for 
classifying samples as benign and malignant. Furthermore, 
a binary classification approach has been used which divides 
the multitype classification into two-category groups. Each 
partition characterizes distinct and independent classifications 
which are malignant and benign [3].

Yoo et al., 2019, proposed a model of  CAD system based 
on CNN and RF techniques for MRI (DWI) images. Five 
individually trained CNNs have been used to categorized 
DWI slices to extract the features and RF classifier has been 
used to classify patients into two groups patient with PCa 
and without PCa with achieved 0.84 as an AUC. The main 
limitation of  this model is intrinsically biased which is mean 
these patients take MRIs who have symptoms of  PCa. On 
the other hand, by depending on the reports of  radiology, 
these slices with no biopsy consider as a negative sample 
while slices with biopsy consider as a positive sample based 
on pathology reports [19].
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Cahyaningrum et al., 2020, proposed a method of  artificial 
neural network (ANN) that optimized by genetic algorithm 
(GA) for PCa detection. This approach gives 76.4% of  
accurate detection. ANN has some limitations because of  
involving a huge number of  parameters. Consequently, there 
have been many efforts to fix some of  these limitations by 
joining ANN with another algorithm to address this problem. 
GA is an algorithm that is compatible and adapted with the 
ANN algorithm [20].

Besides, Duran-Lopez et al., 2020, presented a novel CAD 
system based on a deep learning algorithm (CNN) for 
distinguishing between malignant and normal tumors in 
whole slide images (WSIs). Cross-validation technique has 
been used with patches extracted from WS images. In this 
approach, the higher accuracy rate has achieved 99.98% [21]. 

Liu et al., 2020, stated a model of  deep learning that integrates 
S-Mask R-CNN with Inception-v3 in ultrasound images to 
diagnose PCa. Furthermore, the AUC for Inception-v3 is 
0.91. According to this model, there is a lot of  traditional 
classifiers that can be used such as SVM and K-nearest 
neighbor. Due to minor variation between the ultrasonic PCa 
images and serious noise interface, some miss classifications 
might happen. Therefore, the CNN was presented in deep 
learning to achieve the best improvement of  the classification 
accuracy in ultrasound images of  the prostate without 
needing to describe the features manually and target image 
extraction [22].

3. METHODOLOGY

This review paper has conducted various studies in the 
field of  PCa that is based on machine and deep learning 
techniques. First, the datasets that have been used by the 
researchers are described in subsection A. While in subsection 
B, the methodologies that are related to the performance 
accuracy are explained.

3.1. Datasets
Different datasets that have been used by researchers were 
investigated. Table 1 shows the modality of  the dataset types 
that have been used by the authors in this survey. Moreover, 
sample numbers associated with each patient were given. 

3.2. Performance parameter criteria
In the classification process, performance measurement 
is very important and essential, which determines the 
accuracy of  the model. For this purpose, receiver operating 

TABLE 1: Datasets types with number of samples
Authors Modality No. of samples
Mohapatra and 
Chakravarty[11] 

Microarray 136

Dash et al. [13] Microarray 136
Ram et al. [15] Microarray Gene 

Expression 
Omnibus (GSE71783)

30

Sun et al. [16] MRI (T2w, DWI and 
DCE)

5

Liu and An [17] MRI (DWI) 200
Reda et al. [18] MRI (DWI) 23
Bhattacharjee 
et al. [3]

Microscopic tissue 
images 

400

Cahyaningrum 
et al. [20]

Microarray gene 
expression

102

Duran‑Lopez 
et al.[21]

WSI (whole slide 
image)

97

characteristic (ROC) and AUC are proposed as effective 
evaluation metrics based classification model’s performance.

In statistics, a ROC curve can be defined as a graphical plot 
to illustrate the performance of  a binary classification as it is 
used to distinguish varied thresholds. The true-positive rate 
(TPR) against the false-positive rate (FPR) is plotted to create 
the curve at varied threshold settings. In machine learning, 
the terms of  recall, sensitivity, or detection probability have 
the same meaning as TPR. While, the term of  fallout or false 
alarm probability has the same meaning as FPR and could be 
calculated as (1-specificity) [23]. Fig. 1 illustrates the relation 
between the ROC and AUC.

Furthermore, ROC is the probability curve whereas AUC 
is the degree of  separable classes. ROC indicates that how 
much the model is capable of  distinguishing amongst classes. 
Higher the AUC value (between 0 and 1) leads to better 
accuracy of  the model.

This survey compares the techniques that are based on the 
accuracy of  the proposed methods. Confusion matrix (CM) 
with performance metrics such as specificity and sensitivity 
is used to evaluate the proposed models [24]. The CM output 
could be either binary or multiclass. It has also a table of  four 
different combinations between actual and predicted values. 
Predicted values are predicted by the model while actual 
values are actually in a dataset. Fig. 2 shows the CM relations. 

The following formulas describe the performance accuracy 
metrics based on TP, TN, FP, and FN, according to CM.
TP – Values that are actually positive and predicted positive.
FP – �Values that are actually negative but predicted to 

positive.
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TN – �Values that are actually negative and predicted to 
negative.

	 TPR Sensitivity or recall  ( ) =
+
TP

TP FN
� (1)

		  Specificity =
+
TN

FP TN
� (2)

	 FPR  1  Specificity= − =
+
FP

FP TN
� (3)

	 Accuracy = +
+ + +
TP TN

TP TN FP FN
� (4)

TP and TN represent the number of  correctly predicted 
positive and negative samples, while FP and FN are used to 
represent the number of  incorrectly predicted positive and 
negative samples [25].

4. COMPARISON AND DISCUSSION

Many different techniques have been used by researchers. 
Each technique used a special type of  dataset. Here, we 
compare the methods based on the accuracy with the dataset 
types and the year of  publication, as shown in Table 2.

Fig. 3 shows the accuracy of  the techniques separately.

Finally, an evaluation of  five techniques based on the AUC 
has been performed to show the accuracy of  the best 
technique, as depicted in Fig. 4.

As a result, according to the AUC measurements, the 
Inception-v3 classifier has the highest score for AUC, which 

FN – �Values that are actually positive but predicted to 
negative.

TABLE 2: Techniques with accuracy
S. No. References Year Methods Accuracy percent
1 Mohapatra and 

Chakravarty[11]
2015 SVM 95.5

2 Dash et al. [13] 2016 WKRR 97
3 Ram et al. [15] 2017 iRF 73.3
4 Sun et al. [16] 2017 SVM 80.5
5 Liu and An [17] 2017 CNN 78.15
6 Reda et al. [18] 2018 CNN 95.65
7 Bhattacharjee 

et al. [3]
2019 CNN 88.7

8 Cahyaningrum 
et al. [20]

2020 ANN‑GA 76.4

9 Duran‑Lopez 
et al. [21]

2020 CNN 99.98

Fig. 2. Confusion matrix combinations.

Fig. 1. Area under the curve-receiver operating characteristic curve.

Fig. 3. Accuracy comparison of each technique.
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is 0.91, although the type and quality of  the dataset affect 
the ratio of  the AUC scale. 

5. CONCLUSION

This paper has introduced a comparison of  classification 
methods based on machine learning techniques of  the 
research related to PCa using various datasets including 
(Microarray, Microarray Gene Expression Omnibus 
(GSE71783), MRI (T2w, DWI, and DCE), microscopic 
tissue images, and WSI. In addition, the methods used in the 
literature have been reviewed along with the available results 
of  the performance accuracy. The higher value of  the AUC 
is identified amongst most five recent papers and it is 0.91. 
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1. INTRODUCTION

Water is crucial for urban sustainability and in maintaining 
the sustainability of  the environment [1], [2]. The extreme 
urbanization, industrial development, and agricultural 
expansion lead to increase demand of  water in many parts 
of  the world [3], [4]. Urban area development continuously 
reduces the groundwater recharging areas and increases 
depletion of  groundwater [5].

Rainwater harvesting (RWH) is the collection and concentration 
of  rainwater and runoff  from catchment areas such as roofs or 

other urban structure and can be used for irrigation, industry, 
domestic, and for groundwater recharge purposes [6], [7], [8], [9]. 
RWH techniques have been used throughout time for the 
irrigation purpose by the ancient Iraqi people around 4500 
BC [10], and it is an environmentally vocal decision to address 
issues brought out by large projects utilizing centralized water 
resources management approaches [11].

Many previous studies mentioned the use of  RWH successfully 
as an effective and alternative water supply resolution [12], [13]. 
Patra and Gautam [4] conducted a study to assess the runoff  
coefficient (RC) method for RWH in Dhanbad city in India. 
The runoff  results indicated that RH system is an economic 
option for where in the areas where rainfall is adequate and 
could supply part of  the water demand of  the city.

Zakaria et al., 2013 [14], used Macro RWH at Koysinjaq 
(Koya), in Kurdistan Region based on Soil Conservation 
Service Curve Number (SCS-CN) method. The findings 

Urban Rainwater Harvesting Assessment in 
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KRG, Iraq
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A B S T R A C T
Rainwater harvesting is the collection of rainwater and runoff from catchment areas such as roofs or other urban surfaces. 
Collected water has productive end-uses such as irrigation, industry, domestic, and can recharge groundwater. Sulaimani 
heights have been selected as a study area, which is located in Sulaimani Governorate in Kurdistan Region, North Iraq. 
The main objective of this study was to estimate the amount of harvested rainwater form Sulaimani heights urban area in 
Sulaimani City. Three methods for runoff calculation have been compared, the storm water management model (SWMM), 
the soil conservation service (SCS) method, and the runoff coefficient (RC) using daily rainfall data from 1991 to 2019. 
The annual harvested runoff results with the three different methods SWMM, SCS, and RC were estimated as 836,470 m3, 
508,454 m3, and 737,381 m3, respectively. The results showed that SWMM method has the highest runoff result and 
could meet 31% of the total demand of the study area and 28% and 19% for RC and SCS methods, respectively.
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demonstrated that the macro-RWH method can be a new 
source of  water to reduce the problem of  water scarcity and 
to minimize the water shortages problem.

In a research conducted by Harb [9], different RWH 
techniques were evaluated to identify the most significant 
method for METU-NCC campus on the west of  North 
Cyprus. The runoff  from roofs, pervious and impervious areas 
were collected and utilized and applying in two approaches: 
Traditional SCS method and storm water management model 
(SWMM) RWHS for calculation of  runoff  volume and the 
findings could meet 41.2% of  the campus irrigation demand.

In 2016, a paper published by Gnecco et al. [15] in which SWMM 
was used to investigate the effect of  domestic RWH and storage 
unit effects on control efficiency. The study area was located in 
neighborhood in Albaro in Italy, where covers 6000 m2. The 
survey of  the land use data displays that 57% of  the land cover 
was impervious surfaces and 33% of  rooftops of  the total area. 
The findings of  the software pointed that RWH can be applied 
in in urban water management and methods for assessment and 
optimization of  runoff  storage and use as potable water.

2. STUDY AREA

The Sulaimani heights are located in Sulaimani Governorate 
in Kurdistan Region, North Iraq. The latitudes are between 

35°35’ 55”and 35°36’ 51” N and the longitudes are between 
44°26’25” and 45°27’35” E. The area has a topographic 
with elevations ranged from 950 m to 1113 m. Sulaimani 
has a mean annual rainfall of  715 mm and has a mean daily 
temperature of  19℃ [16]. Sulaimani heights spread over 
an area of  2.12 km2 and containing 2899 units of  various 
sizes. The study area consists of  three subcatchments, as 
shown in Fig.  1, and the detail information about each 
subcatchment is shown in Table 1. According to the map 
from Sulaimani heights authority (Qaiwan Company), the 
area is divided into five zones, the green areas cover 17.14 
% and the water pools cover 1.1% of  the total area as 
shown in Fig. 2.

3. MATERIALS AND METHODS

3.1. Data Sets and Data Collection
3.1.1. Climatology data
The daily precipitation data for Sulaimani city from 1991 
to 2019 were used from Directorate of  Meteorology and 
Seismology of  Sulaimani (DOMSOS). As there is no rain 
gauge station in the studied basins, therefore the closest 
meteorological station should be used; Sulaimani rain gauge 
in Ibrahim Pasha Street which is only 4 km away from the 
studied area that has an acceptable distance. Daily rainfall 
data were used to represent the basin rainfall for the study 
area [17].

Fig. 1. Location of Sulaimani heights on Sulaimani map.
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Fig. 2. Land use of Sulaimani heights.

TABLE 1: Detail information of the study area
Parameter Value
Elevation – m 915–1113
Area km2 2.12
Zone No. 5
Subcatchment No. 3
Residential No. 2899
Mean annual rainfall – mm 715
Mean daily temperature – °C 19

Other climatology data which have effect on the volume 
of  the runoff  should be also considered [9]; the monthly 
average wind speed and pan evaporation data from 1991 to 
2019 were obtained from the Directorate of  Meteorology 
and Seismology of  Sulaimani.

3.1.2. Soil classification
To find the common soil characteristics of  the study area, the 
Harmonized World Soil Database Viewer (HWSD) version 
1.21 and soil map of  the area were used. The software 
is adopted by cooperation of  the Food and Agriculture 
Organization of  the United  Nations (FAO), the Chinese 
Academy of  Sciences (CAS), the International Institute for 

Applied Systems Analysis (IIASA), the International Soil 
Reference and Information Centre (ISRIC), and the Joint 
Centre of  the European Commission (JRC). The coordinates 
of  the study area were pointed on the HWSD viewer software 
and the dominant soil group was found to be Chromic 
Vertisols with 100% light clay to be the most prominent 
soil textures. Therefore, the dominant soil texture is clay 
and hence this satisfies the Hydrologic Soil Group D [18].

3.2. SWMM
SWMM is widely utilized software throughout the world in 
associating of  urban runoff  quantity and quality [19]. SWMM 
is a rainfall-runoff  simulation model developed by the US 
Environmental Protection Agency to assist and support 
local storm water management in minimizing the runoff  
discharges. SWMM can forecast a single event or long-term 
(continuous) simulation set of  model outputs parameters and 
inputs of  runoff  quantity and quality from primarily urban 
areas [20], [21], [22], [23], [24].

In accordance with the subcatchment properties, the average 
monthly surface runoff  can be calculated through SWMM 
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software, to estimate monthly results from the SWMM 
software, the dates of  simulation should be manipulated from 
the Options tab and the software run gives runoff  depth, 
infiltration depth, and runoff  volumes in the form of  a table.

SWMM uses the Manning equation to express the relationship 
between flow rate (Q), cross-sectional area (A), hydraulic 
radius (R), and slope (S) in all conduits [21], [25].

For standard S.I units:

			 
Q

n
A�R S= 1

2
3

1
2

�
(1)

Where, n is the manning roughness coefficient. The slope 
S stands for either the conduit slope or the friction slope 
(i.e. head loss per unit length), depending on the flow routing 
method used. The R is hydraulic radius, which is fraction 
of  area to wetted parameter of  the conduit or the channel.

3.3. Traditional SCS Method
SCS method is another suitable method for this case, as it 
includes all types of  abstractions in the runoff  calculation 
and the parameters needed for runoff  estimation. The runoff  
volumes will be estimated based on SCS-CN method. CN 
method is thoroughly used for estimating direct runoff  
volume for a particular rainfall event [26], [27]. For the SCS, 
1972 (SCS-CN) method, the CN(I) stands for dry condition, 
CN(III) stands for wet condition and tabulated CN is equal to 
CN(II), for normal (average) conditions, and can be modified 
for dry and wet conditions, as explained by Chow et al. [28] 
through the following Equations 2 and 3 [29]:
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The expression used in SCS method for estimating runoff  
can be calculated through Equation 4 [18]:
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Where, Q is the accumulated storm runoff  in (mm); 
P is accumulated storm rainfall in (mm), S is potential 
maximum retention of  water by the soil, Ia is initial quantity 
of  interception, infiltration, and depression which can be 
quantified through Equation 5.
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25400
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�

(5)

While the data needed to calculate the runoff  volume are 
present, SCS method is also used to compute the runoff  
volume. The runoff  depth from subcatchments is calculated 
using CN and rainfall depth. After the runoff  depth is 
calculated, the volume of  the runoff  from each subcatchment 
is computed by multiplying the area of  each subcatchment 
as shown in Equation 6.

			   V = R*A� (6)
Where, 𝑉 is the volume of  runoff  (m3); 𝑅 is the rainfall-
runoff  (m); and 𝐴 is the area of  the subcatchment (m2).

3.4. Assessment of RC
RC for any catchment is the ratio of  the volume of  water 
that runs off  a surface to the volume of  rainfall that falls on 
the surface [30].

The Rc takes into account any losses due to evaporation, 
leakage, surface material texture overflow, transportation, 
and inefficiencies in the collection process [17]. The RWH 
potential or volume of  water received from a given catchment 
can be obtained using the following Equation 7 [17].

			   Vr=RAc Rc� (7)
Where, Vrthe monthly volume of  rainwater, R is average 
monthly rainfall depth, Ac is area of  the catchment, and Rc 
runoff  coefficient.

To calculate the monthly runoff  produced for each 
subcatchment, RCs (Equation 7) is used. The average RC for 
the different types of  areas was selected [31], for the areas 
of  constructed concrete and asphalt, the RC was selected as 
0.65, 0.075 for green area, and 0.9 for water bodies.

The flowchart in Fig.  3 shows the steps followed for the 
calculation of  runoff  using the mentioned three methods.

3.5. Water Demand
To determine domestic water demand for indoor and outdoor 
household purposes, the standard average daily water demand 
per capita (Sulaimani water supply directorate) which is (250 
l/capita/day) is used to calculate the average monthly demand 
for the study area [32]. Harvested rainwater should be treated 
before using for drinking purpose [33]. In accordance with 
the study area, there are 2899 residential and the average 
of  5 members in a household counted to estimate the total 
water demand for the study area. The total population of  the 
study area calculated and the total daily water demand found 
for Sulaimani Heights. Using the map of  the study area, the 
areas for each type of  vegetation group for the study area 



Gharib, et al.: Urban Rainwater Harvesting

52	 UHD Journal of Science and Technology | Jan 2021 | Vol 5 | Issue 1

Rainwater Harvesting
Calculation 

SWMM

Precipitation
Data

Climatology 
Data

Sub-catchment
Data

Area 

Width Surface
Slope  

Curve 
Number

SCS

Precipitaion
Data  

Area 

Antecedent
Moistur

Condition  

Curve
Number 

RC

Precipitation
Data  

Area

Runoff
Coefficient 

Runoff

Fig. 3. Flowchart summary for runoff calculation methods.

TABLE 2: Total daily domestic water demand in 
Sulaimani heights
Sub. 
No.

No. of 
residence

Population Water demand 
(m3/day)

1 2541 12,705 3176
2 358 1790 448
3 0 0 0
Total 2899 14,495 3624

TABLE 3: Vegetation area and type of each 
subcatchment
Subcatchment Green 

area (m2)
Crop type

Ground 
cover 

area (m2)

Trees and 
bushes 

area (m2)
Sub-1 447,182 302,080 145,102
Sub-2 50,087 42,070 8017
Sub-3 127,650 108,400 19,250
Total area (m2) 624,919 452,550 172,369

are calculated in AutoCAD and the irrigation months were 
selected with the amount of  water for each m2 of  vegetation 
area. Thus, the monthly demands for the study area calculated 
by multiplying the number of  days of  the month and then 
by the total daily demand. The results of  water demands are 
shown in Tables 2-5.

4. RESULTS AND DISCUSSION

The results from the three models are shown in Table  6 
which shows that the SWMM method has the largest annual 
runoff  volume of  836,470 m3, Rc method results with 
737,381 m3 and SCS method with 508,454 m3 for the average 
annual rainfall of  719 mm. Table 7 and Table 8 represent 
the monthly and annual water demand, respectively, with the 
corresponding percent demand met.

The results showed that SWMM method has the highest 
runoff  result and could meet 31% of  the total demand of  
the study area and 28% and 19% for Rc and SCS methods, 
respectively. Comparison between respective runoff  results 

clearly demonstrates that the runoff  results are influencing 
by the serial urbanization [34].
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TABLE 4: Total monthly irrigation water demand in Sulaimani heights
Crop type Month of irrigation Irrigation period 

(day/month)
Required water 
per (m2) (L/day)

Water demand (m2/month)
Sub-1 Sub-2 Sub-3

Ground cover May 15 12 54,374.40 7572.60 19,512.00
June 30 16 144,998.40 20,193.60 52,032.00
July 31 16 149,831.68 20,866.72 53,766.40
August 31 16 149,831.68 20,866.72 53,766.40
September 30 16 144,998.40 20,193.60 52,032.00
October 15 12 54,374.40 7572.60 19,512.00

Trees and bushes May 15 8 17,412.24 962.04 2310.00
June 30 12 52,236.72 2886.12 6930.00
July 31 12 53,977.94 2982.32 7161.00
August 31 12 53,977.94 2982.32 7161.00
September 30 12 52,236.72 2886.12 6930.00
October 15 8 17,412.24 962.04 2310.00

TABLE 5: Total demand in the three subcatchments
Month No. of days Water demand (m2/month) Total water demand (m3/month)

Sub-1 Sub-2 Sub-3
January 31 98,456 13,888 0 112,344
February 28 88,928 12,544 0 101,472
March 31 98,456 13,888 0 112,344
April 30 95,280 13,440 0 108,720
May 31 170,242.6 22,422.64 21,822 214,487.28
June 30 292,515.1 36,519.72 58,962 387,996.84
July 31 302,265.6 37,737.04 60,927.4 400,930.06
August 31 302,265.6 37,737.04 60,927.4 400,930.06
September 30 292,515.1 36,519.72 58,962 387,996.84
October 31 170,242.6 22,422.64 21,822 214,487.28
November 30 95,280 13,440 0 108,720
December 31 98,456 13,888 0 112,344
Total 365 2,104,903 274,447 283,423 2,662,772

TABLE 6: The runoff volume results of the three methods
Month Sum of average 

monthly rainfall (mm)
Volume of runoff by 
SWMM (m3/month)

Volume of runoff 
by SCS (m3/month)

Volume of runoff 
by Rc (m3/month)

January 119.43 150,040 76,912.01 122,350.48
February 116.84 149,720 90,680.95 119,697.14
March 105.11 124,320 69,667.31 107,680.31
April 96.53 111,190 53,480.01 98,890.49
May 41.84 33,620 25,415.88 42,863.13
June 0 0 0 0
July 0 0 0 0
August 0 0 0 0
September 0 0 0 0
October 44.43 41,920 53,829.71 45,516.47
November 81.84 87,510 58,195.91 83,841.27
December 113.76 138,150 80,271.92 116,541.83
Total 719.78 836,470 508,453.71 737,381

SWMM: Storm water management model, SCS: Soil conservation service, RC: Runoff coefficient

From the methods discussed previously, it appears that the 
traditional SCS method and assessment of  RC are respectable 
to be a combined with more losses method since the initial 

abstraction includes infiltration, evaporation, interception, 
and surface texture caused by these processes are calculated 
simultaneously [9], [35].
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TABLE 7: Monthly water demand and corresponding percent demand met
Month Percent of water demand met 

using SWMM (%)
Percent of water demand met 

using SCS (%)
Percent of water demand met 

sing RC (%)
Sub-1 Sub-2 Sub-3 Sub-1 Sub-2 Sub-3 Sub-3 Sub-2 Sub-3

October 18 44 5 23 49 16 20 50 2
November 68 100 100 42 100 100 65 100 100
December 100 100 100 57 100 100 88 100 100
January 100 100 100 54 100 100 92 100 100
February 100 100 100 71 100 100 100 100 100
March 94 100 100 49 100 100 81 100 100
April 86 100 100 39 94 100 77 100 100
May 15 36 4 10 27 8 19 47 2
June 0 0 0 0 0 0 0 0 0
July 0 0 0 0 0 0 0 0 0
August 0 0 0 0 0 0 0 0 0
September 0 0 0 0 0 0 0 0 0

SWMM: Storm water management model, SCS: Soil conservation service, RC: Runoff coefficient

TABLE 8: Annual water demand and 
corresponding percent demand met
Method SWMM SCS RC
Runoff (m3) 836,470 508,454 737,381
Annual demand (m3) 2,662,772 2,662,772 2,662,772
Annual demand met % 31 19 28

SWMM: Storm water management model, SCS: Soil conservation service, RC: Runoff 
coefficient

In addition, in the SCS and Rc methods, the infiltration in 
the initial abstraction does not change with rainfall events 
variation on a subcatchment, conversely, it would stay the 
same before and during the rainfall event [9], [35]. Some 
parameters implied in the SWMM model but not computed 
in the SCS such as the depression storage, percent of  
impervious layer, the pervious roughness coefficient, and 
the soil drying time [9], [21], [24].

On the other hand, the SWMM model has flexibility to route 
runoff  and external inflows through the drainage systems, 
and the abstractions such as evaporation and infiltration vary 
with changing rainfall events [20]. Due to these limitations, 
the SWMM model is established in the prediction of  
comparable runoffs [36].

The SWMM differs from the SCS and Rc approaches by 
that the SWMM model can perform helpful and time saver 
tool in designing large catchments and SWMM has better 
feasibility of  determining peak flow and volume of  runoff  
with in the nodes and pipes for designing urban drainage 
system [21], [24].

5. CONCLUSION

This research studied the feasibility of  applying RWH 
techniques as a water resource that should be associated 
into the management of  urban areas. RWH for different 
types of  catchments such as roofs, roads, and open areas 
has been founded. Three approaches for runoff  calculation 
were adopted, the SWMM, the traditional SCS method, and 
the RC. Daily rainfall data from 1991 to 2019 were used 
to obtain the monthly and annual volume. Moreover, to 
demonstrate the potential RWH system, the annual demand 
for the study area was found and compared with the total 
annual runoff  volume using three methods, however, 
harvested rainwater harvested should be treated before using 
for drinking purpose.

For the estimated total yearly water demand in the study area 
of  demand in the study area of  2,662,772 m3, the annual 
runoff  results with the methods SWMM, SCS, and Rc 
were estimated of  836,470 m3, 508,454 m3 and 737,381 m3 
respectively. The final results showed that SWMM method 
has the highest runoff  result and could meet 31% of  the total 
demand of  the study area and 28% and 19% for Rc and SCS 
methods, respectively.
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1. INTRODUCTION

Optical character recognition (OCR) is an application for 
image recognition that can read text from images. This can 
be achieved by taking an image that includes text, written 
in a specific language to be understood by the computer, 
and get the final computer representation for the text. OCR 
techniques may vary according to the nature of  the language 
and the purpose of  the OCR application [1]. Emulating the 
human ability in associating symbolic identities with images 
of  characters at a fast rate is the main goal of  OCR.

Kurdish is one of  the languages that present many 
challenges to OCR. The main challenge in Kurdish is 

that it is mostly cursive. Kurdish is written by connecting 
characters together to produce words or parts of  words, 
as shown in Fig. 1. Kurdish text is written from right to 
left. The Kurdish language has 34 basic characters, of  
which 14 have from one to three dots and four of  them 
have diacritics.

Kurdish characters have many shapes and sizes depending 
on their position in the word. For example, the character 
is written in the form of ”ک“ “ ,at the start ”ک“  ” in the 
middle, and “ ” at the end of  a word but the separated 
form of  this character is “ ک.” Kurdish characters vary with 
relevance to their position in the word, representing a great 
challenge for OCR [1].

Based on the nature of  Kurdish fonts, characters may overlap 
vertically to produce certain compounds of  letters at certain 
positions of  the word segments, such as “لا,  and نج,” 
which can be represented by single atomic graphemes called 
ligatures [3], [4].
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Some Kurdish letters have single dots such as ج ,ن and ب, other 
letters have double dots, such as ش and ق and other have triple 
dots, such as ش and ڤ. Furthermore, some letters have 
diacritics such as ڵ ,ۆ, and ێ. Besides, the same shape with 
different dots and diacritics is used to represent different letters, 
such as, ۆ ,ل,ڵ ,چ ,ج ,ح, and و. The doted characters and letters 
with diacritics present a big challenge while being processed.

This paper presents a Kurdish text segmentation algorithm. 
The proposed algorithm uses the projection-based approach 
concepts to separate lines, words, and letters.

The rest of  the paper is organized as follows: Section 2 
segmentation-based methods, section 3 related works with 
different segmentation techniques. Section 4 presents the 
proposed algorithm. Section 5 demonstrates the results and 
performance analysis. Section 6 concludes this paper.

2. SEGMENTATION-BASED METHODS

In this part, the proposed algorithm for the segmentation of  
cursive text such as Arabic, Persian, and English handwriting 
text is discussed. The segmentation-based methods can be 
classified into:
a.	 Projection profile
b.	 Character skeleton based
c.	 Contour tracing based
d.	 Template matching based
e.	 Morphological operations based
f.	 Segmentation based on neural networks (NNs) [2], [5].

Projection profiles methods [9]-[11] are usually used to aim 
for lines, words, sub-words, and characters segmentation 
specifically when there is a certain gap between lines, words, 
sub-words, and characters. Indeed, horizontal projection 
is used for line segmentation, while vertical projection is 
usually used for word, sub-word, and character segmentation. 
In the skeleton method, different thinning techniques are 
engaged for this goal [7], [12]. In many cases, the shape of  the 
characters is different from the main character after thinning, 
making the splitting process more difficult. In contour tracking 
[13]-[16] methods, pixels that represent the external shape 
of  a character or word are extracted. Researchers used many 
methods to determine the cut points in the contour. In general, 

the contour-based technique avoids the issues that seem 
once applying to the thinning methods because they depend 
on extracting the structure of  the word, which provides an 
obvious description of  it. This type of  method is sensitive to 
noise, which needs one to perform some preprocessing steps. 
Morphological methods [17]-[19] use a set of  morphological 
operations for segmentation. In general, closing and opening 
operations are applied. These methods are dependent, 
meaning that other techniques must be used in addition to 
segmentation. Template matching methods [20], [21] often 
apply a sliding window over baselines. If  any match is found, 
then the center pixel in the sliding window is considered as 
a cutting point. The main limitation of  this method is when 
the cutting point locates under the baseline. Finally, in NNs 
segmentation, NNs are used to verify the valid segmentation 
points by training the NNs over manually classified valid 
segmentation points from the database of  scanned images 
using features such as black pixel density and holes [22].

3. RELATED WORKS

Zheng et al. [10] proposed a machine-printed Arabic character 
segmentation algorithm that uses a vertical projection method 
and some rules or features, such as structural characteristics 
between background area and character components and 
the specification of  isolated Arabic characters to find 
segmentation points.

Cheung et al. [6] proposed a segmentation algorithm that 
uses a technique wherein the overlapping Arabic words/
sub-words are horizontally separated, extensively utilizing 
a feedback loop among the character segmentation and 
final recognition stages. In the segmentation stage, a 
series of  experimental lines have been produced in 
two processes, the first process uses Amin’s character 
segmentation algorithm [21] and the second procedure 
use the convex dominant points detection algorithm 
developed by Bennamoun and Boashash [23].

Shaikh et al. [7] propound an algorithm for Sindhi text 
segmentation. The height profile vector (HPV) was used for 
the character extraction. More analysis was done over HPV 
to detect the locations of  the possible segmentation points 
(PSPs), in some cases, the algorithm failed by performing 
under or over-segmentation.

Yeganeh et al. [13] introduced a segmentation algorithm 
for up and down contours based on qualified labeling, and 
the algorithm was developed for multifont Farsi/Arabic 

Fig. 1. The character connectivity of Kurdish text.
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texts. The contour of  the sub-word is measured using a 
convolution kernel with a Laplacian edge recognition-based 
segmentation detection method. The algorithm goes through 
several stages including contour labeling of  each sub-word, 
contour curvature grouping to improve the segmentation 
results, character segmentation, adaptive local baseline, and 
post-processing, the results showed that 97% of  characters 
of  the printed Farsi texts were segmented correctly.

Mostafa [24] proposed a segmentation method for printed 
Arabic text, especially for “simplified Arabic” font with 
different sizes. Most characters start with and end before 
a T-junction on the baseline, that is, the main rule used in 
this. This rule was fine for most characters, except for some 
special characters such as “س” and “ش,” which had a special 
solution. The algorithm was tested and achieved a 96.5% of  
good segmentation accuracy.

Alipour [8] presents an improved segmentation technique 
for Persian text where a few structural features were used to 
regulate the relevant segment to increase the quality of 
segmentation. The vertical projection was used to bring out 
the word segment over the baseline dots and diacritics were 
not checkout then the segment was regulated in an additional 
step by merging the small fragments, this step was needful 

in the cases where one character is isolated into more than 
one segment such as “س” and “ش.”

4. THE PROPOSED ALGORITHM

Our technique is a segmentation-based approach, which 
contains three main segmentation stages, as shown in Fig. 2. 
The proposed method takes a binary image that has multiple 
lines of  text and executes several image processing methods 
to finally segment characters in the image. In this method, the 
segmentation is performed at three levels: Line segmentation, 
word/sub-word segmentation, and character segmentation. 
This work focused only on the line, word/sub-word, and 
character segmentation steps, considering that the input 
image has been preprocessed (by applying operations such as 
binarization, noise removal, and separating text from non-text 
regions). The image binarization used the below equation.

( )
üüü

,
üüü

f x y T
g x y

f x y T
<=  ≥

Where, (x,y) is the coordinate of  the pixels, T represents the 
threshold value, g(x,y) represents the binary image pixels, and 
f(x,y) represents gray level image pixels.

4.1. Line Segmentation
Line segmentation is achieved by image horizontal projection 
that calculates the horizontal axis for the binarized image. 
The horizontal projection matrix Ij is calculated by summing 
up the pixel values P(i, j) along the X-axis for each y value, 
as shown in Equation (1):
For each j ∈ 0.m-1

−

−
=∑ 1

0
( , )n

j i
I P i j � (1)

Where, n and m are, respectively, the width and height of  the 
image and P(i,j) is the pixel’s value at the index (i,j).

This projection has information about the text lines that 
are indicated by areas of  white intensity, as shown in Fig. 3. 
White intensities indicate the text area that contains text Fig. 2. The major steps of the proposed segmentation approach.

Fig. 3. Horizontal projection of input image that contains text line.



Tofiq Ahmed Tofiq and Jamal Ali Hussien: Kurdish Text Segmentation using Projection-Based Approaches

UHD Journal of Science and Technology | Jan 2021 | Vol 5 | Issue 1	 59

and the black intensities show the gap between the text 
lines.

Fig. 3 shows the line segmentation method that accepts an 
image of  text written in the Kurdish language and separates 
its lines. The horizontal projection technique does this in 
two stages. The first one is to locate each group of  white 
intensities in the horizontal projection and the second is to 
indicate the line position to separate lines from each other. 
To find the indicator line’s position, we used the index of  last 
white intensities (point 1) and the first index of  next white 
intensities(point 2) and calculated the distance between these 
two points. The line position is in the middle of  these two 
points (point 1 and point 2).

4.2. Word/Sub-word Segmentation
After the line segmentation stage, the subsequent stage 
is word segmentation. The method that is used for word 
segmentation is based on the connected component method. 
The algorithm takes a binary text line image of  Kurdish text 
without dots and diacritics as input, and the result is a word/
sub-word segmented image as output. The steps of  word/
sub-word segmentation are described in detail below.

4.2.1. Find the connected components
In this step, the text line image from the previous section 
is used to find the connected components. A  connected 
component is every component that has adjacent pixels that 
are connected. Fig.  4(a) shows an example of  connected 
components with boundaries. In the first version of  the 
connected component result, all components are selected 
but for better word/sub-word extraction dots and diacritics 
must be ignored. To do so, the baseline of  text lines must 
be found. A baseline is a fictitious line that follows and joins 
the lower and upper parts of  the character bodies [35]. The 
baseline is the maximum value from the horizontal projection. 
The index of  the max value determines the location of  the 
baseline in the text line image. Fig. 4(a) shows an example 
of  baseline detection that shows by the horizontal line that 
crosses the whole word. In continuation, using the baseline, 

the connected components are filtered based on whether 
these components are intersected with the baseline. Usually, 
dots and diacritics location are above or below the baseline, 
so we can ignore connected component that is not on the 
baseline. Fig. (4a) shows the original image after determining 
the connected components and the baseline. In Fig. (4b), the 
dots above the baseline are ignored.

4.2.2. Word/sub-words extraction
For the Kurdish script, a connected component either 
represents a word or a sub-word. This means that a single 
word may consist of  one or more connected components. 
For extraction, we applied vertical projection to find the space 
between the words/sub-words (places that the projection is 
zero). Projection along the vertical axis is called the vertical 
projection. Vertical projection is calculated for every column 
as the sum of  all row pixel values inside the column, as shown 
in Equation 2.
For each i ∈ 0.n-1

−

−
=∑ 1

0
( , )m

i j
I P i j � (2)

After finding gaps between components, the task is to decide 
if  these gaps are spaces between words or between sub-words. 
In other words, what is the correct threshold to decide whether 
the separation space between two sub-words is a gap inside the 
same word or space between two different words? Although 
these gaps are not constant and can be vary based on the font 
sizes, font type, or style. To deal with this issue, first, we find 
the pen size, which is the pen thickness used for the writing 
of  the adjacent two sequential words/sub-words, and evaluate 
it with the distance between the current consecutive words/
sub-words. Calculating the pen size can handle by taking the 
most frequent value in the vertical projection applied for each 
sub-word. However, taking the maximum common value from 
the vertical projection of  some single characters like “ا” gives 
a wrong conjecture of  the pen size. Therefore, the pen size is 
calculated by considering the most common value calculated 
from the horizontal projection. Hence, if  the maximum 
frequent value computed from the horizontal projection is 

Fig. 4. (a) All connected component. (b) Binary version of ignored dots and diacritics.

a b
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greater than the maximum frequent value calculated from the 
vertical projection, then the pen size is equal to the maximum 
frequent value calculated from the vertical projection.

Pen size calculation is formally defined as:

( ),  [ ( )] [ ( )]
  ( ), 

üüüüüüüüü
PS

MFV HP otherwise
 >= 


Where, PS is the pen size, SW indicates sub-word, HP shows 
horizontal projection, VP shows vertical projection, and MFV 
represents the most frequent value. Fig. 5 shows an example 
of  a pen size calculation for two cases.

After finding the pen size for each sub-word, it is compared 
with the spaces between the components. If  the gap between 
two adjacent components (SS) is greater than the mean of  
the PS value of  these two adjacent components, then this gap 
is a space between two separate words (WS), otherwise, this 
gap is a space between two sub-words (SWs) that belong to 
the same word. Figure 6 shows an example that determining 
the type of  gap between the two words/sub-words in the 
same line. It is defined formally as:

( ) ( ) + +
+ >= 



( 1)
,   [ , ( 1)]  

2
  ,  

PS i PS i
WS SS SW i SW i

SR
SWS otherwise

Where, SR, WS, SWS, SS, and SW are the separation region, 
the word separation, the sub-word separation, the separation 
space, and the sub-word, respectively.

4.3. Character Segmentation
The proposed algorithm for character segmentation is based 
on the vertical projection. The algorithm consists of  two 
stages. The algorithm takes a binary image of  word/sub-word 
and returns a binary image of  segmented characters. Each 
step is explained in detail below:

4.3.1. Word/sub-word vertical projection
Vertical projection can provide a better definition of  a letter’s 
shape. This method can give us an accurate result. At this 
stage, we will once again find a vertical projection for the 
word. This technique reveals all the convexity and dents in the 
word. Fig. 7 shows an example of  a vertical projection stage.

4.3.2. Segmentation areas identification
In this step, the vertical projection as shown in Figure  8 
is examined to identify the segmentation (splitting) areas 
between letters. The segmentation area between the two letters 
is an area that ended one letter and started another letter or 
ended the word and we know that the baseline shared between 
all letter in a word, this means, letters join by the baseline, and 
if  we find the pixel of  baseline, we can find the start and the 
end of  a letter or the area between letters. In the different 
font sizes and font styles, the baseline height or the pen size 
can be found by the most frequent data (MFD) in the vertical 
projection that we discussed previously. The process starts with 
finding the MFD in the vertical projection array. After this, we 
compare the other data in the VP array with the MFD. If  the 

Fig. 6. Calculate the distance between two sub-words in the same word and different words.

Fig. 5. Finding the most frequent value in both VP and HP, this 
value is the sub-word pen size.
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difference of  these data is less than 1, we will change the data 
of  this index to the MFD, but if  this difference is more than 
1, we change the value of  this cell to zero because this index 
is part of  the character, not the splitting area. Now, we have 
an array consisting of  MFD and zero values. Therefore, the 
MFD data in the array represent the splitting area between the 
two letters. By finding the start and end index of  this group of  
data in the array, the beginning and end of  the splitting area can 
be specified. After that, the first and last points in the region 
are considered as splitting area reference points. The start and 
endpoints can be used to separate the letters. By adding the 
middle line between these two points (separator line), as well 
as adding the start and end lines of  connected components 
that are found in previous steps, we now have a separator line 
between the characters. Fig. 8 shows an example of  finding 
the splitting area and reference points.

After identifying the splitting areas, each character is located 
between two consecutive splitting area. Fig.  9 shows the 
separator line over splitting areas for some characters.

However, there are some special cases where the splitting 
area locates within a character such as the letters “س” and 
 in all forms. Besides, some splitting areas locate within ”ش“
a character when the position of  the character is at the 
end of  the word or exists independently in the text such as 
 Hence, a post-processing step for character ”.ی“ and ”ب“
segmentation is necessary to ignore these spatial splitting 
areas. However, in this paper, we do not work on the “س” 

and “ش,” we only worked on the “ب” and “ی.” Figure 10 
shows some examples of  these cases.

4.3.3. Post-processing
In the post-processing phase, we will take a step. In this main 
step, we can eliminate some of  these special cases using the 
baseline that we found earlier, as well as the separator line that 
we found in the previous step. To do this, for any separation 
lines find the intersection point with the baseline. After that, 
check the value of  this point (intersection point) in the image 

Fig. 7. Vertical projection example.

Fig. 9. Splitting regions for some regular characters.

Fig. 8. Splitting areas with reference points.

Fig. 10. Example of special cases that must ignored.
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binary data and if  this value is zero its means this point not 
on the letter and we know that the separation line between the 
adjacent latter must be on the letters. Finally, these separation 
lines can be removed from the list. In this way, we can solve 
some of  these situations using this technique. Fig. 11 shows 
some example after applying the post-processing step.

5. PERFORMANCE ANALYSIS

In this section, the results of  testing our approach on a 
collection of  images that contain Kurdish text are shown. We 
use the Python programming language to implement and then 
test our proposed character segmentation algorithm since it 
is a commonly known high-level programming language that 
provides well-implemented packages for image processing. The 
performance of  line segmentation is measured by computing 
the ratio of  the number of  lines that are correctly segmented 
to the total number of  inputted lines. The same measurement 
is used for each of  word and character segmentations.

Accauracy = Num.of  corrected segment
Total of  segments

The proposed algorithms (line, word, and character 
segmentations) were experimented and evaluated using a 
manually created dataset. We develop a software to generate 
a dataset with the ground truth from the random Kurdish 
text that we collected. To make the dataset generic and 
comprehensive, the collected dataset includes text content 
from different sources (e.g. books, magazines, reports, and 
papers) and topics (e.g.  religious, sport, and poetry texts), 
in addition to a considerable variation at font type, size, 
and style levels. These texts are converted to image word 
by word and add some noise to every image and saved all 
images. The proposed line segmentation methods were 
tested on 6099 lines and reported excellent results in terms 
of  line segmentation ratio, which computed with an average 
of  99.9%. Table 1 shows the results generated through the 
testing process using different font types, styles, and sizes.

TABLE 2: Word segmentation results for different 
font types and size between 24 and 48
Font Font type Total 

number 
of input 

word

No. of 
correctly 

segmented 
word

Accuracy 
(%)

Plain UniQAIDAR_
Blawkrawe 004

2218 2180 98.28

Unikurd Web 2218 2112 95.22
Noto Naskh 
Arabic UI

2218 2150 96.93

UniQAIDAR_
JWNEYD

2218 2119 95.53

Total 8872 8561 96.5

TABLE 1: Line segmentation results for different 
font styles and types on text
Font Font type Total 

number 
of input 

lines

No. of 
correctly 

segmented 
lines

Accuracy 
(%)

Plain UniQAIDAR_
Blawkrawe 004

497 497 100

Unikurd Web 507 506 99.9
Noto Naskh  
Arabic UI

525 524 99.9

UniQAIDAR_
JWNEYD

504 504 100

Bold UniQAIDAR_
Blawkrawe 004

497 497 100

Unikurd Web 507 506 99.9
Noto Naskh  
Arabic UI

525 524 99.9

UniQAIDAR_
JWNEYD

504 504 100

Italic UniQAIDAR_
Blawkrawe 004

497 497 100

Unikurd Web 507 506 99.9
Noto Naskh  
Arabic UI

525 524 99.9

UniQAIDAR_
JWNEYD

504 504 100

Total 6099 6093 99.9

Fig. 11. Example of post-processing before and after applying.
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The results of  the word segmentation stage in terms of  word 
segmentation ratio are reported in Table 2. The proposed 
word segmentation methods are experimented on about 8872 
words with four font types (Noto Naskh Arabic UI, Unikurd 
Web, UniQAIDAR_JWNEYD and UniQAIDAR_Blawkrawe 
004) and five font sizes (24, 26, 28, 36, and 48 points), with 
an average accuracy of  96.5%. The results show that the 
algorithm has almost the same performance when changing 
the font size. Furthermore, we experimented with the 
character segmentation stage on different font types and sizes 
on about 63,548 characters. Table 3 shows the performance 
of  the proposed algorithm with an average accuracy of  
98.6%. The results show that the algorithm has almost the 
same performance regardless of  the font type, style, and size.

TABLE 3: Character segmentation results for 
different font types and font size between 24 and 48
Font Font type Total 

number 
of input 

character

No. of 
correctly 

segmented 
character

Accuracy 
(%)

Plain UniQAIDAR_
Blawkrawe 004

15,887 15,842 99.7

Unikurd Web 15,887 16,101 98.7
Noto Naskh 
Arabic UI

15,887 15,636 98.4

UniQAIDAR_
JWNEYD

15,887 15,495 97.5

Total 63,548 63,074 98.6

TABLE 4: Comparing with other related work
Articles Year Segmentation 

method
Dataset Font type Font size Font 

style
Average 
accuracy 

(%)
Zheng 
et al. [10]

2004 Vertical histogram 
and some structural 
characteristics rules

500 samples of 
Arabic text

Simplified Arabic and Arabic 
transparent

12, 14, 16, 18, 
20, and 22

Plain 94.8

Javed et al. 
[27]

2010 Pattern matching 
techniques

A total of 1282 
unique ligatures are 
extracted from the 
5000 high-frequency 
words in a corpus-
based dictionary

Noori Nastalique font 36 Plain 92

Saabni [26] 2014 Partial 
segmentation and 
Hausdorff distance

APTI Different fonts to cover different 
complexity of shapes of Arabic 
printed characters

10 different 
sizes

Plain 96.8

Anwar 
et al. [28]

2015 Projection-based 127 sentences 
composed of 1061 
letters

Traditional Arabic 70 Plain 97.5

Amara 
et al. [29]

2016 Histogram and 
contextual 
properties

APTI Different font types Different sizes Plain, 
italic, 
and 
bold

85.6

Radwan 
et al. [32]

2016 Multichannel neural 
networks

APTI Arial, Tahoma, Thuluth, and 
Damas

18 Plain 95.5

Qomariyah 
et al. [33]

2017 Interests points, 
contour-based

10 lines of 30 sub-
words

Not reported Not reported Plain 86.5

Fakhry [30] 2017 Connected 
component

5 lines 15 words Not reported Not reported Plain 80.2

Amara 
et al. [31]

2017 Projection profile, 
SVM

APTI Advertising bold 6,8,10, 12 Plain, 
italic, 
and 
bold

98.24

Zoizou 
et al. [34]

2018 Contour-based and 
template matching

83 lines of 984 words 34 different fonts Different font 
sizes

Plain 94.7

Mohammad 
et al. [25]

2019 Contour-based 
method

1500 lines of (23,350 
words)

Advertising bold, simplified 
Arabic, Arial, traditional Arabic, 
and Times New Roman

8, 9, 10, 12, 
14, 16, 18, 
and 24

Plain, 
italic, 
and 
bold

98.5

Our 
approach

2020 Projection based 6099 line of (63,548) 
letters

UniQAIDAR_004, Unikurd_
Web, Noto_Naskh Arabic UI, 
UniQAIDAR_JWNEYD

24, 26, 28, 38, 
and 48

Plain 98.6



Tofiq Ahmed Tofiq and Jamal Ali Hussien: Kurdish Text Segmentation using Projection-Based Approaches

64	 UHD Journal of Science and Technology | Jan 2021 | Vol 5 | Issue 1

Table  4 shows our results compared with some previous 
related works. As shown in the table, the proposed algorithm 
performs better in comparison with other related works in: 
(i) Using more font types, sizes, and styles than the other 
approaches (ii) and recording higher average accuracies.

6. CONCLUSION

In this paper, line, word, and character segmentation 
algorithms are proposed for Kurdish printed text based 
on projection-based segmentation methods. The proposed 
algorithm can segment the characters of  words. The 
algorithm can also handle certain complex cases that occur 
due to over-segmentation problems. We tested the algorithm 
on the manually created dataset by creating different versions 
of  the same text using different font types, styles, and sizes. 
Experimental results show the reliability of  our algorithm in 
performing a correct segmentation of  more than 63,074 out 
of  63,548 words without the س and ش letter.

The segmentation of  the Kurdish text is prone to 
errors, which leads to classification errors. The proposed 
segmentation algorithms are capable of  minimize errors 
and maximize the classification rate. An advanced method is 
proposed for word/sub-word segmentation. Horizontal and 
vertical segmentations are used to distinguish between words 
and sub-words based on the size of  the gaps that separate 
the connected components in comparison to the pen size.

For the character segmentation step, an advanced projection-
based algorithm is proposed. The proposed algorithm is built 
easily and reliably that can fit a variety of  fonts and styles, 
the character segmentation algorithm shows good results 
up to 98.6%.

For future work, we plan to find the correct segmentation 
for characters, such as “س” and “ش,” by ignoring the over-
segmentation part that occurs in these two special characters 
cases. Furthermore, we want to extend the work to extract all 
characters more accurately to facilitate the recognition stage.
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1. INTRODUCTION

The coronavirus disease (COVID-19) is the family of  viruses 
including SARS, ARDS. W.H.O declared this outbreak as a 
public health emergency [1] and mentioned the following; the 
virus is being transmitted through the respiratory tract when 
a healthy person comes in contact with the infected person.

In December 2019, Wuhan, Hubei region, China, has 
been accounted for as the focal point of  the COVID-19 
episode [2]. A  quarter of  a year later, that outbreak was 
pronounced as a worldwide pandemic by the World Health 
Organization (WHO) [3]. More than 54.40 million confirmed 
COVID-19 cases and more than 1.32 deaths worldwide have 

been officially reported in 16 November, 2020. Therefore, 
it has been considered as the most critical universal crisis 
since the World War-II [4]. The coronavirus has spread in 
Kurdistan – Iraq like all the country in the world, and it has 
expanded fast in Sulaymaniyah city. The mortality of  this 
disease expands day by day and this infection becomes as a 
major danger to the mankind of  whole world. Alongside the 
clinical explores, the examination of  related information will 
support the humanity. Recent studies identified that machine 
learning (ML) and artificial intelligence (AI) are promising 
technology employed by various health-care providers as 
they result in better scale-up, speed-up processing power, 
reliable, and even outperform human in specific health-care 
tasks [5]. In this paper, we established three ML algorithm for 
the prediction of  coronaviruses’ diseased patients’ mortality. 
The models forecast when COVID-19 infected patients 
would be death or recovered. The proposed algorithms 
are designed with the dataset found from Sulaymaniyah 
city for coronavirus and dataset cases of  the death and 
recovery records of  the infected coronavirus’s pandemic. ML 
algorithm which includes decision tree (DT), support vector 
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machine (SVM), and naive Bayes (NB) was implemented 
directly on the dataset using Weka Tool which is a data 
mining tool.

2. LITERATURE REVIEW

Development of  AI changed the world in all fields. ML 
a subset of  AI causes the human to discover answers for 
exceptionally complex issues and furthermore assumes 
an imperative part in making human life refined. The 
application zones of  ML incorporate business applications, 
clever robots, medical services, atmosphere demonstrating, 
picture handling, natural language preparing, and gaming 
[6]. According to Al Sadig et al. [7], depend on the dataset 
as given by the various site developed by digital science in 
cooperation with over 100 leading research organizations all 
over the world. Create a model using J48 algorithm to predict 
the most common symptoms causing death is acute kidney 
injury and coronary heart disease.

Arun and Iyer [8] propose some of  the ML techniques such as 
rough set (SVM), Bayesian Ridge and Polynomial Regression, 
SIR model, and RNN to examination of  the transmission of  
COVID 19 disease and predict the scale of  the pandemic, 
the recovery rate as well as the fatality rate.

According to Bullock et al. [9], ML and deep learning 
can replace humans by giving an accurate diagnosis. The 
perfect diagnosis can save radiologists’ time and can be 
cost-effective than standard tests for COVID-19. X-rays 
and computed tomography scans can be used for training 
the ML model.

Wang and Wong [10] created COVID-Net, which is a 
profound convolutional neural network, which can analyze 
COVID-19 from chest radiography pictures.

Alibaba Cloud 2020 [11] exploit ML to set up an adjusted 
Susceptible  - Exposed  -  Infectious  - Recovered model to 
anticipate the commonness of  COVID-19 and evaluate the 
expanded danger of  defilement in a particular territory.

Kemenkes [12] finding diabetes utilizing AI and ML 
methods result demonstrated that ensemble technique 
guaranteed exactness of  98.60%. These reasons can be 
advantageous to analyze and foresee COVID-19. According 
to Muhammad et al. [13] use several ML algorithms which 
includes DT, SVM, NB, LR, RF, and K-NN are applied 
directly on the dataset which include COVID-19 infected 
patients’ recovery, the model invented with DT algorithm 
was discovered to be the most precise with 99.85% 
exactness which has all the earmarks of  being the most 
noteworthy among others.

3. DATA PREPARATION

Collection of  data is the vital step to induce data over corona 
virus. The information was collected from the distinction 
health care center in Sulaymaniyah City in the Kurdistan 
Region of  IRAQ. The dataset comprises 1376  patients 
which have appeared side effects of  crown infection. The 
data collection comprises seven factors (Gender, Age, status, 
O2, ventilate, Day of  hospitalization, and death patient). 
The informational index contained data about hospitalized 
patients with COVID-19. After informational index start 
another stage data preprocessing. Information preparing 
is a significant cycle being developed of  ML model. The 
information gathered is frequently approximately controlled 
with out-of-range esteems, missing values; and so, on such 
information can deceive the consequence of  the examination. 
Weka, one of  the expansively utilized data mining computer 
program, is utilized for the classification. The processing of  
data preparation illustrated in Figure 1.

Fig. 1. The workflow diagram for coronavirus disease.
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After preprocessing stage of  the dataset, the collected 
variables are divided into two classes “Death” assigned as 
“Yes” and “No Death” assigned as “No.” The selected data 
samples are transferred to a spreadsheet file for further 
processing to be suitable for data mining approaches. The 
dataset were normalized to minimize the effect of  scaling 
on the data and saved as a commas separated value file 
format. In Table 1, all the attributes explained with their 
description.

4. METHODOLOGY

Recently, ML techniques have been used to medical prediction; 
there are different types of  ML algorithms that can be applied 
to different types of  applications in various fields [14]. Many 
different types of  research have demonstrated that algorithms 
of  ML had given better help to clinical backings moreover for 
decision-making on the basis of  the patient information. In 
the medical services field, illness predictive examination is one 
of  the valuable and strong uses of  ML forecast algorithms. In 
this paper proposed a machine-learning algorithm to analyze 
unusual COVIDE-19 disease datasets. In this paper, rate of  
death across the region analyzed based on the factors explained 
in Table 1.

4.1. SVM
SVM is one supervised classification algorithm which is 
commonly  utilized  for linear classification and regression 
problem. It means SVM can solve both linear and nonlinear 
problems. SVM provides unique and optimal solution, the 
kernel function is selected based on the points of  the variables 
in the hyperplane. The best separating hyper plane can be 

written as, W.X + b = 0, Where w is a weight vector, the 
value of  the attributes is referred as x, and b is scalar often 
referred as bias [15].

4.2. DT
DT is a supervised learning algorithm that can be utilized for 
both classification and regression issues, however generally 
it is ideal for attempting Classification issues. It is a DT 
classifier; the structure of  this algorithm is divided by three 
parts: Internal node which is features of  dataset, branches 
are demonstrating rules, and leaf  is represent outcome for 
each leaf.

4.3. Naïve Bias
NB classifier is the simple and powerful supervised machine-
learning algorithm used for predictive modeling. It considers 
all variables contribute in the direction of  arrangement and 
they are equally connected [16]. The algorithm is based on 
a theorem called Bayesian Theorem and used when the 
coordination of  the inputs is high, which assumes that 
features are statistically independent.

5. EXPERIMENT RESULTS

For the experiment Weka tool have been used, the dataset 
was collected used to train the above algorithms using the 
Weka tool. In this paper, the dataset is divided for two 
parts, for the classification algorithms first part which is 
80% used for training the classification algorithms and 
the second part which is 20% used as a test set and the 
results are illustrated in Table 2. The achievement of  every 
algorithm was assessed at phases of  the training set. Every 
algorithm was trained with the record sets having 1100 
records. This examination is carried out to achieve which 
algorithm can be the most appropriate for the prediction 
of  COVID-19.

 The accuracy of  the forecast algorithm in almost all of  
the research work has exploited like one of  the regular 
measurability while working on the forecast algorithm. In 

TABLE 1: Attribute’s description used for 
predication does the patient recovered or died
Variables Description Possible 

values
Gender It is a social definition of men 

and women.
Male, Female

Age Patient age Date
Status Situation of the patients’ status. Bad, Severe, 

Good, Critical 
O2 It indicates does the patient 

need oxygen or not. 
Yes, No

Ventilate A ventilator uses pressure to 
blow air or air with extra oxygen

Yes, No

Date of hospital 
admission

Day of hospitalization Date

Death Does the patient died or 
recovered?

Yes, No

TABLE 2: Accuracy classification algorithms
S. No. Classification 

algorithms
Accuracy

1 Decision tree 96.07
2 Support vector machines 95.27
3 Naive Bayes 94.47
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TABLE 3: Error metrics for the classification 
algorithms
S. No. Algorithm Kappa 

statistics
Mean 

absolute
Root mean 

square
1 Decision Tree 0.29 0.07 0.19
2 Support Vector 

Machine s
0.42 0.10 0.21

3 Naive Bayes 0.32 0.12 0.22

Fig. 3. A decision tree generated by the C4.5 algorithm for predicting COVID-19.

this paper, the accuracy forecast is whether the patient is 
recovered or deceased while the patient infected by the 
COVID-19. Base on the above algorithms mentioned in 
Table 2 and in Figure 2. Each classification algorithm has 

an alternate expectation precision dependent on its hyper 
parameters.

Table 3. Describe the performance error measurement for 
each algorithm; the error metrics which are kappa statistics, 
mean absolute error, and root mean square error for each 
algorithm is assessed.

As shown in Table 3. The decision tree has lowest error rates 
compared to other algorithms.

According to Figure 3, which is the visualization tree for 
the DT algorithm and Figure 4, the main factor which is the 
ventilator has the maximum effect on patients, which made 
it the beginning tree and this cause has the most effect on 
patients to recover or not. If  the patient is not recovered 
depend on the most second-factor attribute which is status 
and the rest of  the other attributes showed in the DT has a 
type of  impact on the patient is recovery or died. However, 
the main factor attributes are ventilator, status as shown in 
Figure 3. This means that if  a patient attribute ventilator is 
yes and the status are bad the patient died otherwise status 
factors Severe and Critical mostly recovered. In addition, 
the interesting Status attribute is good which is depending 
on the patient’s date of  hospital admission, as shown in 
Figure 3. It means some patients are in a good status, but 
they are dead. Because epidemic COVID-19 has more 
influence in cold weather as shown in Figure 5, it means 
weather conditions can increase cause death because of  
COVID-19 in the winter season. Fig. 2. Accuracy classification algorithms.
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6. CONCLUSION

The COVID-19 pandemic lay-down medical care systems in 
the entire world into a difficult situation. Computer algorithms 
and ML can help humanity to finding best solution to 
overcome the coronavirus epidemic. In this paper, data mining 
technique was used for the predication of  coronaviruses 
infected patient’s using dataset of  coronaviruses patients 
of  Iraqi-Kurdistan region. DT, support vector machine and 
NB were used directly on the dataset using Weka ML tool. 
To identify the accuracy suggested algorithms, the accuracy 
of  the algorithms has been calculated based on the dataset 
features that have been used. The experiment result showed 
that the DT has the highest percentage of  accuracy which is 
96.7% followed by Support Vector Machine which is 95.27 
accuracy and Naïve Bayes which is 94.47% accuracy. The 
experiment result showed that the most effective reason for 
the patient to recover or not is ventilator and other factors 
have their effect on the patients to recover or not. In addition, 
the weather condition means with the coming of  the cold 
weather the virus’s effects will increase.
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1. INTRODUCTION

An electrocardiogram (ECG) is a non-invasive diagnostic 
method that detects variations in the electrical activity of  
the heart over time by graphically measuring the heart’s 
rhythm and electrical activity [1]. Hence, it is vital to obtain 
and track ECG signals for early detection of  diseases such 
as arrhythmia (ARR) and CHF [2]. Therefore, the automatic 
ECG signal classification of  the latter ARR is worth studying 
field. The four main stages in a standard Computer-Aided 

Design system diagnosis involves: Preprocessing of  signals, 
extraction of  specific features, collection of  significant 
features, and classification [3]. For classification problems, 
significant feature vectors, for example, continue to be 
the main and appropriate means of  signal depiction. 
Many researchers from various fields who are involved 
in data modeling and classification are engaging to solve 
feature extraction problems [4]. The discrete wavelet 
transform (DWT) is especially useful in the fields of  signal/
image processing, such as denoizing, compression, and 
estimation [5]. However, in terms of  time localization, it is 
unable to produce an ideal discrete-time basis [6], [7]. The 
Slantlet transform (SLT) has commonly been suggested as 
a better alternative to the classical DWT in terms of  time 
localization [6]. Thus, in this article, SLT transform, has been 
suggested to extract a statistical feature, from ECG signals. 
The standard ECG signal is depicted in Fig. 1.
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Electrocardiography is the recording of  the electrical activity 
of  the heart. The waveform is used to assess the rate and 
regularity of  heartbeats, as well as the existence of  any 
heart damage and the effects of  medications or devices 
used to control the heart, such as a pacemaker. The ECG 
signals are weak (in mV) and have a broad frequency range 
(0.05–100  Hz), with the bulk of  the useful information 
found in the 0.5–45 Hz range [8], [9]. P wave, which states 
with atrial depolarization, is one of  the numerous waveforms 
and features of  ECG. P waves have a typical amplitude of  
0.1–0.2 mV and a normal length of  60–80 ms. The QRS 
complex is ventricular depolarization with a typical amplitude 
of  about 1 mv and a duration of  0.06–0.12 s [10], [11]. The 
aim of  this paper is to extract features from ECG signals 
using SLT transforms-based statistical features. This task uses 
an ECG dataset to identify people into three groups: those 
with cardiac ARR, congestive heart failure (CHF), and those 
with normal sinus rhythm (NSR). The aim of  this paper is 
to extract features from ECG signals using SLT transforms-
based statistical features. This task uses an ECG dataset to 
identify people into three groups: those with cardiac ARR, 
CHF, and those with NSR.

Our approach is consisting of  preprocessing, feature 
extraction, feature selection based on ANOVA test, and 
then training the input to three different types of  NN-
based classifiers which are support vector machine [SVM], 
Naive Bayes [NB], and K-Nearest Neighbor [KNN]. 
Chami et al. proposed a system for five classes of  heartbeat 
categories classification for ECG ARR diagnosis based 
on a combination of  DWT and higher order statistics 
feature extraction and entropy based feature selection 
methods along with SVM classifier [12]. Nahak et al. 

proposed a method for analyzing and classifying the three 
types of  ECGs (namely ARR, CHF, and NSR). Feature 
representations from the ECG signal’s heart rate variability 
(HRV) were derived based on wavelet-based functions, as 
well as auto-regressive coefficients. After feature fusion 
with SVM, the highest accuracy of  93.33% for three-class 
classification was obtained (SVM) [13]. Daqrouq et al. 
proposed the employment of  wavelet energy to characterize 
ECG signals and ARR. The percentage energy (PE) of  
terminal wavelet packet transform (WPT) sub signals was 
used in the analysis to derive wavelet-based features for 
CHF [14]. Singh et al. suggested a model for cardiac ARR 
diagnosis. Three filter-based feature selection methods were 
applied to the cardiac ARR dataset using three separate 
machine learning methods, and the best features were 
picked. Feature selection is a crucial preprocessing phase 
in identifying effective factors in the diagnosis of  ARR 
patients. As a consequence, the underlying health causes 
for heart-related deaths may be established. The output 
of  feature selection methods was evaluated using SVM 
and random forest. The random forest classifier obtained 
the highest accuracy of  85.58% percent [15]. Mütevelli 
et al. proposed a method for extracting features from ECG 
signals based on the frequency domain DWT method. To 
extract DWT features, wavelet packet analysis was used. 
Wavelet packet analysis’ benefit has been highlighted in 
that it decomposes all approximations and information 
at all levels to achieve complete sub-band decomposition. 
Each signal was subjected to a 4-level wavelet packet 
decomposition, yielding 16 sub-bands. However, since the 
approximation coefficients reflect the key characteristic of  
each heart signal, the approximation coefficients from the 
low frequency variable are preferred, and eight of  these sub-

Fig. 1. Electrocardiogram signal parameters [1].
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bands were used. Then there are some statistical features 
are extracted from different wavelet sub-bands [8]. Haoren 
Wang et al. in this article, the effect of  using a dual fully-
connected neural network model for accurate heartbeat 
classification was investigated. The classes were normal 
beats (N), supraventricular ectopic beats (S), ventricular 
ectopic beats (V), fusion beats (F), and unknown beats (Q). 
The tests show that the proposed approach is effective at 
detecting ARRs [16]. Çınar and Tuncer et al. This study 
proposed a deep learning system with high precision and 
popularity for the classification of  ECG signals with Regular 
Sinus Rhythm (NSR), Pathological ARR, and CHF. The 
proposed architecture was designed using a hybrid Alexnet-
SVM. There are 192 ECG signals in total, with 96 ARR, 30 
CHF, and 36 NSR signals available. The SVM and KNN 
algorithms were used to classify the classification efficiency 
of  deep learning techniques, ARR, CHR, and NSR signals, 
and afterward the signals were classified in their raw form 
using the LSTM algorithm (Long Short Time Memory). 
The spectrograms of  the signals are obtained using the 
Hybrid Alexnet-SVM algorithm. The Hybrid Alexnet-
SVM algorithm is applied to the images after obtaining 
the spectrograms of  the signals. The performance results 
revealed that their proposed deep learning architecture 
outperformed traditional machine learning classifiers  [2]. 
Wady et al. point out the improvement in replacing 
traditional DWT for feature extraction with SLT calculated 
from neutrosophic set for images of  brain tumor. Thus, a 
new composite NS-SLT model was proposed as a source 
for obtaining statistical texture features which was efficiently 
used for binary classifies a brain tumor malignancy [7].

2. METHODS

The main stages of  the proposed system are depicted in 
the Fig.  2. The first stage is preprocessing, then features 
extraction, features normalization, features selection ECG 
signal classification and finally, performance evaluation.

2.1. Preprocessing
Three ECG signs, ARR, Normal Sinus, and CHF are 
investigated in this article. There are a total of  162 ECG 
signals of  ARR data have taken from the MIT-BIH ARR 
Database on Physio.Net. 96 of  them are used for ARR, 30 are 
regular sinus signals, and 36 are CHF signals. Fig. 2 provides 
an illustration of  ECG signals for ARR, CHF, and normal 
sinus rate. The previously described database is preprocessed 
prior to introduce it to the classifiers; it is originally made up 
of  162 records with 65536 samples per record, so to increase 

Fig. 2. Proposed electrocardiogram classifier system.

the data and to reduce the processing time. Each record has 
been chucked into small segments each of  512 samples.

To ensure fair comparison, a 30 records (each with 10 sub-
records of  512 sample) have been extracted from each of  
ECG signal the (ARR, CHF, and NSR). Eventually each 
category has 300 sub-records, leads to totally 900 sub-records 
which has been provided to the training stage (750 sub-
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Fig. 3. Electrocardiogram sample from each class (Arrhythmia, normal sinus rhythm, and congestive heart failure).

Fig. 4. The two-scale iterated D2 filter bank (on the left) and the two-scale Slantlet transform filter bank (on the right) (right-hand side) [17].

records) and (250 sub-records) were used by testing stage 
the next subsections will describe the details of  each block 
as depicted in Fig 2. However, Fig 3. displays signals samples 
for each category (ARR, NSR, CHF) proposed ARR, CHF, 
NSR, and selected randomly from the database signals.

2.2. Features Extraction and Selection
The classification techniques usually start by the stage of  
extraction of  relevant features [4]. For instance, SLT transform 
coefficients based statistical features extraction which defines 
the distribution signal energy in time and the frequency 

domains have been investigated in this work. Following DWT 
implementation, the SLT transform filter banks have a parallel 
structure. In several of  these parallel divisions, DWT uses a 
product form of  simple filters, and the filter bank “Slantlet” 
uses a similar structure in parallel. The part filter branches, on 
the other hand, do not have a product form of  implementation, 
giving SLT an advantage. SLT will create a filter bank with each 
filter’s length in power of  two, for a mathematical perspective 
of  SLT transformation, consider a simplified representation 
of  Fig. 3 for (l) scales. This results in a periodic output for 
the analysis filter bank and reduces the samples (2i−2) which 
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support approaches one thirds, as (i) increases. The filters in 
scale (i) must be gi (n), fi (n), and hi (n) to analyze the signal 
where each filter has an appropriate 2i+1 support. For (l), 
the SLT filter bank uses (l) number of  pairs of  channels, 
that is, (2l) channels in total. The low pass hi (n) filter is then 
combined with its adjacent fi (n) filter, where a down sampling 
of  2i is followed by any filter. The channel pairs of  each (l−1) 
constitute a gi (n), followed by a down sampling by 2i+1 and 
the down sample by a reversed time version i=1,2,3….,l−1. 
The following expressions are represented by: as the filters gi 
(n), fi (n), and hi (n) implement linear forms in pieces [7], [17]:
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To correctly classify ECG signals requires generation of  
the feature vector which contains features both in the time 
domain and the frequency domain.

The trace of  amplitude for more than 550 SLT coefficients 
from each ECG category are illustrated by Fig.5

The SLT quantized coefficients are used to extract the 
statistical-spectral features such as mean, standard deviation, 
variance, entropy, maximum, minimum, kurtosis, momentum, 
median, skewness, and root mean square error values of  each 
ECG signal. This technique results in reduction in the length 
of  the feature vector used as an input to a classifier.

The original database for each class is a vector of  300 ECG 
signal sub-record, thus the initial dimension is {y1, y2., 
y300}. Then after by calculating statistical features from SLT 
coefficient a features vector of  14 dimensions (14-features) 
{S1, S2., S14}is generated for each element yn (for each of  
the three class) [Table 1]. Each feature vector corresponds 
to a single point in the feature space. Points of  the same 
class should be closer together, and points of  different 
classes should be apart. A normalization has been applied 
on the input features sets before the feature selection stage. 
The features selection stage is considered as a final stage in 
feature extraction and processing procedure [18]. It is aimed 
to improve the performance of  a classifier and achieve 
a minimum classification error. The analysis of  variance 
(ANOVA) methodology has been used in this study to 

Fig. 5. Slantlet transform coefficients for classes (Arrhythmia, congestive heart failure, and normal sinus rhythm).
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Fig. 8. Confusion matrix and accuracy for support vector Machine-NN.

Fig. 7. Distribution of sample of irrelevant feature.

TABLE 1: Statistical features extracted from SLT 
coefficients.
Statistical feature Formula/Description
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1

1 N

i
i

x
N

µ
=

= ∑
Standard deviation

( )2

1

1 N

i
i

x
N

σ µ
=

= −∑
Maximum ( )max ,1 iiMaximum x N= ≤ ≤

Minimum ( ,1 i )iMinimum min x N= ≤ ≤

Skewness
( )1

3
1

N
ii

x
S

N
µ

σ
=

−
= ∑

Kurtosis
( )4

1
4

1
N

ii
x

K
N

µ
σ

=
−

= ∑

Variance

( ) ( )22

1

1 N

r i
i

va x x
N

σ µ
=

= = −∑
Tropy

( ) ( ) ( )2
1

1( )
N

i
i i

H x p x log
p x=

=∑
Momentum ( ) ( )  kmomentum k E µ= −x
Root Mean Square

2
 

1

1 ( )
N

rms i
i

x x
N =

= ∑
Median Middle value separating the greater and the 

lesser halves of the set of data

Fig. 6. Distribution of sample of relevant feature. Fig. 9. Confusion matrix and accuracy for k-nearest neighbor-NN
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Fig. 10. Confusion matrix and accuracy for Naive Bayes-NN.

Fig. 11. Area under the curve of three classes two cross-validations.

Fig. 12. Precision of three classes two cross-validations.

minimize the dimension of  data based on its importance and 
variance while preserving as much information as possible. 
ANOVA is a useful technique for deciding if  two or more sets 
of  data vary statistically [7]. The ANOVA test with P-value 
of  10−3 selects 12 out of  14 input features vector dimension. 
Hence, two features are cancelled based on their P-value 
>10−3. The two features omitted are SLT based mean, and 
SLT based first momentum Fig. 6 shows the distributions of  
the sample of  relevant feature form relevant feature space 
of  dimension 12 (SLT entropy), whereas Fig. 7 shows on 
of  the irrelevant features (SLT mean), from the figures, the 
difference between relevant and irrelevant features can be 
noticed easily

2.3. ECG Classification
The SLT transform has been used to improve the performance 
of  SVM, KNN with, K=3 [13] [13], NB classifiers [19]. For 
instance, each classifier has been tested with different number 
of  fold (5-fold or 10-folds) cross validation to measure the 
performance of  proposed features space.

2.4. Performance Tests
The proposed Ternary ECG classification system is 
assessed for classification task performance using a variety 
of  metrics. These figures come from the confusion matrix 
that describes the classes. The confusion matrix is a table 
that is often used to calculate the performance of  a class 
predictor or classification model on a set of  test data for 
which the true/actual values are unknown Accuracy is the 
proportion of  correctly classified predictions (i.e.,  true 
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TABLE 2: Literature comparison.
Research Technique AUC  Classes 
Singh and 
Pradeep 
(2018)

Feature selection, 
SVM, Random forest, 
JRIP

A=85.5% Arrhythmia

Hussain et al. 
(2020)

SNN, KNN, Decision 
Tree

A=97% CHF

Nahak and 
Saha (2020

Wavelet Feature 
Fusion, SVM, KNN, 
DT, and NB

A=93.3% ARR, 
CHF, NSR

Current Article SLT Transform based 
Statistical features with 
(SVM, KNN, and NB)

A=99.25% ARR, 
CHF,
NSR

positive and true negative) over the total number of  cases 
examined.

Accuracy= (TP+TN)/(TP+ FN+TN+FP)� (4)

Where TP=true positive, TN=true negative, FP=false 
positive and FN= false negative. The accuracy is defined as 
the percentage of  positive class predictions that are actually 
positive class predictions. Precision is a measure of  how 
accurately target areas are extracted when compared to the 
ground truth.

Precision = TP/(TP+ FP)� (5)

The recall (also known as sensitivity or true positive rate, 
TPR) is the proportion of  positive class forecasts to the 
total number of  positively classified units. The memory is 
a measure of  how well the extracted target represents the 
ground truth.

Recall = TP/(TP+ FN)� (6)

The F-score (also known as the F-measure) is a metric for 
evaluating the performance of  problems with binary labels 
and different classes. The harmonic mean of  macro-precision 
and macro-recall is the macro F-score. High macro F-scores 
indicate that the system performs well across all classes, 
while low macro F-scores indicate that classes are poorly 
predicted [20].

F-Score =2* (Precision*Recall)/(Precision Recall)� (7)

3. RESULTS AND DISCUSSION

The performance was calculated based on proposed 
statistical-features derived from SLT transform coefficients 
from more than 900 ECG signals to identify automatically 
the class of  the ECG signal. NB, SVM, and KNN were 
used as a classification method. The Confusion Matrix for 
is shown in the diagram below. Fig. 8 shows the confusion 
matrix and the accuracy for the SVM classifier. It is obvious 
that the SVM classifier along with SLT transform features 
outperform the other proposed classifiers KNN and NB. 
For instance, a recognition accuracy of  99.2593% has 
been attained.

Fig. 9 depicts the confusion matrix and the accuracy for the 
SLT transform based features with KNN classifier.

It is clear that there is a big gap between the performances 
of  this classifier which is 87.037% as compared to the SVM 
classifier along with SLT transform features. Fig. 10 gives 
the confusion matrix of  the SLT features combined with 
NB classifier which gives very poor classification accuracy 
result of  78.5185%, which results on unrecommend it as a 
good choice with the proposed feature extraction scheme.

Fig. 11 gives the accuracy (AUC) of  the proposed classifiers 
integrated with the proposed scenario of  feature extraction 
with two cross–validations (5-folds and 10-folds), its also clear 
that increasing cross-validation from 5 to 10 folds has little bad 
impact on the accuracy results for the three proposed classifiers.

The same fact has been concluded by investigating other 
performance measures, for example, precision depicted 
in Fig. 12, recall (sensitivity) showed in Fig. 13, and finally 
F1-score performance results depicted in Fig.  14 below. 
Thus, increasing the number of  folds has mitigated the 
performance of  classification for all proposed classifiers.

As a final tool for proposed system performance evaluation 
a comparison has been made with the proposed system 
and some state of  art schemes illustrated by Table 2. Thus, 
Singh et al. [15] who proposed a model for cardiac ARR 
diagnosis three separate machine learning approaches were 
used in this model to pick features (filter-based feature 
selection) from a cardiac ARR dataset. The highest accuracy 
of  85.58% percent was obtained with the random forest 
classifier using the gain ratio feature selection approach 
with a subset of  30 features, according to the experimental 
study. Hussain et al. [21] proposed a classification system 
based on SNN, KNN, and decision tree classification had 
achieved accuracy up to 97%. Nahak et al. [13] used wavelet 
transform fused features with auto-regression model was 
able finally to attain accuracy up to 93.3%.
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Fig. 13. Recall of three classes two cross-validations.

Fig. 14. F1-score of three classes two cross-validations.
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for brain tumor diagnosis based on a composite neutrosophic-
slantlet transform domain for statistical texture feature extraction”. 
BioMed Research International, vol. 2020, p. 8125392, 2020.

[8]	 M. H. Mütevelli and S. Ergin. “The usage of statistical features 
in the approximation components of wavelet decomposition for 
ecg classification: A  case study for standing, walking and single 
jump conditions”. Electronic Journal of Vocational Colleges, vol. 8, 
pp. 178-182, 2018.

[9]	 M. R. Diniari and S. M. Isa. “Electrocardiogram classification for 
arrhythmia using convolutional neural network 2D and adabound 
optimizer”. The International Journal of Recent Technology and 
Engineering, vol. 8, no. 5, pp. 1277-1284, 2020.

[10]	 S. Nibhanupudi, R. Youssif and C. Purdy. “Data-specific Signal 
Denoising Using Wavelets, with Applications to ECG Data”. 
International Midwest Symposium on Circuits and Systems. vol. 3, 
pp. 20-23, 2004.

[11]	 S. K. Sahoo, A. K. Subudhi, B. Kanungo and S. K. Sabut. “Feature 
extraction of ECG signal based on wavelet transform for arrhythmia 
detection. International Conference on Electrical, Electronics, 
Signals, Communication and Optimization EESCO 2015, no. 
December 2018, 2015.

[12]	 A. J. Chashmi and M. C. Amirani. “An efficient and automatic 
ECG arrhythmia diagnosis system using DWT and HOS features 
and entropy-based feature selection procedure”. The Journal of 
Electrical Bioimpedance, vol. 10, no. 1, pp. 47-54, 2019.

[13]	 S. Nahak and G. Saha. “A Fusion Based Classification of Normal, 
Arrhythmia and Congestive Heart Failure in ECG”. 26th  The 
National Conference on Communications, pp. 1-6, 2020.

[14]	 K. Daqrouq and A. Dobaie. “Wavelet based method for congestive 
heart failure recognition by three confirmation functions”. In: 
Computational and Mathematical Methods in Medicine. Taylor 
Francis Online, Milton Park, 2016.

[15]	 N. Singh and P. Singh. “Cardiac arrhythmia classification 
using machine learning techniques”. In: Engineering Vibration, 
Communication and Information Processing. Springer, Berlin, 
Germany, 2019, pp. 469-480.

[16]	 H. Wang, K. Lin, H. Shi and C. Qin. “A high-precision arrhythmia 
classification method based on dual fully connected neural 
network”. Biomedical Signal Processing and Control, vol.  58, 
p. 101874, 2020.

[17]	 M. Maitra and A. Chatterjee. “A Slantlet transform based intelligent 
system for magnetic resonance brain image classification”. 
Biomedical Signal Processing and Control, vol. 1, no. 4, pp. 299-
306, 2006.

[18]	 S. O. Haji and R. Z. Yousif. “A novel run-length based wavelet 
features for screening thyroid nodule malignancy”. The Brazilian 
Archives of Biology and Technology, vol. 62, pp. 1-17, 2019.

[19]	 H. Zhang. “The Optimality of Naive Bayes”. In: Proceedings of 
the 7th International Florida Artificial Intelligence Research Society 
Conference, vol. 2, pp. 562-567, 2004.

[20]	 M. Sokolova, N. Japkowicz and S. Szpakowicz. “Beyond 
accuracy, F-score and ROC: A  family of discriminant measures 
for performance evaluation”. AAAI Workshop Technical Reports, 
vol. 6, pp. 24-29, 2006.

[21]	 L. Hussain, I. A. Awan, W. Aziz, S. Saeed, A, Ali, F. Zeeshan and 
K. S. Kwak, et al. Detecting congestive heart failure by extracting 
multimodal features and employing machine learning techniques. 
Biomed Research International, vol. 2020, p. 4281243, 2020.

4. CONCLUSION

The main goal of  this article was to create a combined 
features extraction and machine learning intelligent system 
that could automatically distinguish three different types 
of  ECG signals: ARR, CHF, and regular sinus rhythm 
(NSR). The experiments were carried out on 90 ECG signal 
recordings (900 sub-records or segments) collected from a 
publicly accessible database. Fusion with wavelet and AR 
features improved the performance. Three classifiers were 
investigated (SVM, KNN, and NB) in this study, and ultimate 
accuracy of  99.256% was obtained from SVM classifier. The 
simulation results highly recommended SLT transform based 
statistical features extraction and showed that increasing the 
cross-validation folds from 5 to 10 has bad impact on the 
performance results from different metrics. Furthermore, 
the NB–NN classifier gave very poor results as compared 
to other two classifiers. Eventually the proposed technique 
outperform the accuracy attained by other similar literatures
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